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Motivation and Challenges

 Most people are used to quickly navigate and locate his concerned 
video clip according to its corresponding video labels.

 For website operators, manually dividing the episode boundary is a 
time-consuming and laborious task.

 Traditional scene segmentation algorithms are mostly based on the 
analysis of frames, which cannot automatically generate labels. 

 In recent years, time-synchronized review videos have become 
increasingly popular, especially in Asia, which provides a new idea 
for episode boundary detection. 



Related Works

 Video or sentence boundary detection
 Hybrid Keypoint Detection (HKD)
 Scene Transition Graph (STG)
 Tilburg Memory Based Learner (TiMBL)

 Video tagging directly by processing time-synchronized reviews
 Combining user preference with the preceding shots to extract topics
 Constructing a semantic association graph to filter noisy comments

 Short text modeling
 Biterm Topic Model (BTM)
 Common Semantics Topic Model (CSTM)
 Semantics-assisted Non-negative Matrix Factorization (SeaNMF)



Video Episode Boundary Detection Model（VEBD）

 When the video is playing, the comments are swiped across screen 
like bullets, so they are also known as bullet screen comment(s) . 

 By processing these bullet screen comments filled with screens, 
VEBD model can divide a complete video into segments based on 
the correct episodes.



Video Episode Boundary Detection Model（VEBD）

 VEBD model consists of three layers, corpus preprocessing, Gibbs 
sampling and episode label merging.



Video Episode Boundary Detection Model（VEBD）

 First, this model segments words and removes stop words from the 
original bullet screen comments file, and divides the file into time 
slices of equal duration. At the same time, the distributions of time 
prior and importance prior will be obtained. 

 Then, The above data will be entered into the specially designed 
topic model. After Gibbs sampling, the multinomial distribution of 
episode, topic and word will be obtained. 

 Finally, VEBD model generates episode tags, and merges the 
similar time slices to get the correct episode boundary division 
based on temporal similarity and semantic similarity.



Corpus Preprocessing

 The time prior calculation formula of word:

 Importance prior refers to calculating the importance of each word 
according to TextRank keyword extraction algorithm. 



Joint Episode-Topic Model

 JET model is an important part of VEBD model.

 The document layer contains multiple episodes, and topic layer is 
associated with document and episode layers, and the word layer is 
associated with episode and topic layers. The episode layer is the 
connecting bridge and plays an important role in the four layers.



Episode Label Merging

 Select the top 𝑘𝑘𝑡𝑡 topics with the highest probability and select the 
top 𝑘𝑘𝑤𝑤 words with the highest probability to generate the episode 
label.



Data Description

 Database：4 famous movies of different genres from the largest 
Chinese UGC (User Generated Content) video website ‘bilibili’.

 A group of movie fans to watch these movies, and manually record 
labels, which include timestamps and corresponding episode 
description text. Then another group of fans voted for the label that 
they thought best matched the episode



Metrics

 Perplexity

 Precision, Recall and F1-Score

 Coverage(C), Overflow(O) and F-measure(FCO):



Performance Evaluation

Topic Model of VEBD and LDA’s perplexity about four movies.



Performance Evaluation



Case Study

In a part of “The Notebook”, schematic comparison of the labels generated by VEBD 
model and the ground truth on timeline.



Conclusion

 This paper proposed an unsupervised automatic video episode 
boundary detection method.

 Compared with the traditional topic model, this article innovatively 
adds time prior and importance prior.

 It could not only automatically identify each episode boundary, but 
also detect the topic for video tagging.

 Experiments based on real data show that our model outperforms 
the existing algorithms in both boundary detection and semantic 
tagging quality.
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