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Hierarchically Aggregated Residual Transformation
for Single Image Super Resolution



Single Image Super Resolution (SISR)
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Ø Problem definition: reconstructing a high-resolution 
(HR) image from a degraded low-resolution (LR) input.

Ø Lots of recent search on deep learning SISR
• Deeper and more complex architectures
• Various attention mechanisms
• Feedback mechanisms: error back-projection,

high-level feature feedback…

Ø Challenges for current DL approaches
• Naïve employment of classification network
• Incapability to reconstruct multi-scale objects and 

leverage multi-scale features within each layer

Ø Existing multi-scale network
• Down-sampling/up-sampling operations to resize 

feature-maps: information loss leads to inferior 
performance

• Inception-like multi-scale module: larger kernel 
size renders the network inefficient

Classification Super-resolution



Contribution: HARTnet
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Ø Hierarchically aggregated residual transformations (HART) 
building block for multi-scale feature representation.

Ø Model interpretation from perspective of numerical ordinary 
differential equation

Ø Generalizable architecture to handle other image restoration 
tasks: image denoising, low-light image enhancement.

Ø State-of-the-art SISR performance



Model Overview
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Relating CNN-based SISR as an optimal control problem

Shallow feature extraction conv.

Upsampler conv.

Pixel-wise loss function

Discretizing the continuous dynamics as 
multiple feature extraction modules



Hierarchically Aggregated Residual Transformations
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Ø The key to multi-scale feature representation: increase the range of receptive fields in each layer
Ø HART block: replace single 3x3 conv by multiple bottleneck convs connected in hierarchical 

residual-like fashion
Ø Split-transform-concatenate strategy

• Achieve multiple equivalent receptive fields at a granular level
• Enrich the feature scales in the output of each block



Model interpretation
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Ø CNN-based SISR can be recast as optimal control
Ø Deep CNN corresponds to a dynamic system described by an ODE
Ø Feature propagation can be understood as applying an numerical method to solve the ODE
Ø Bridging HARTnet with 4th –order Runge-Kutta: smaller local truncation error, more accurate 

approximation to the dynamic system

Minor difference in the aggregation step
HARTnet: concatenation & 1x1 conv
RK4: weighted averaging



Building HARTnet by cascading HART blocks
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Ø Local and global dense connectivity (DC)
• Facilitate low-level feature reuse and preservation

Ø Adaptive residual-feature scaling (AFS)
• Recalibrate both channel-wise and spatial-wise features to concentrate on the informative 

textural region

Global dense connectivity Local dense connectivity



Experimental results
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Ablation study

Convergence

Benchmarks PSNR

Visualization



Other image restoration tasks
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Denoising Low-light image enhancement



Summary
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Ø A multi-scale HARTnet is proposed to deal with SISR task. By adopting hierarchically aggregated 
residual transformation blocks, HARTnet achieves superior SR performance

Ø The same architecture can handle various image restoration tasks: image denoising, low-light 
image enhancement

Ø Experiments and ablation studies show HARTnet achieves state-of-the-art performance


