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Few-shot learning

Meta-learning contains a base-learner, and a meta-learner 
which adapts the base-learner to new tasks with few samples.



Problems
1.It is hard to acquire plenty of samples.
2.The Representation Deficiency commonly exists in few-shot 
learning.



Motivation
• The out-performance of variational inference in generating 
extra information.



Contribution
• We propose an end-to-end framework and interpolate a latent space 
to endue the reconstructed latent codes with more information, 
complementing the representation deficiency in a high-dimensional 
parameter space. 
• The probabilistic latent space with stochastic initialization collaborates 
well with different base-learners and can be extended to other 
architecture with high-dimensional feature extractors in few-shot 
learning. 
• We optimize the framework leveraging new loss function for the 
proposed latent space, which acquires better generalization across tasks 
and achieves the state-of-theart performance in few-shot learning 
classification tasks.



Related work
1) Metric-based methods, which learn a similarity space through training 
similar metrics over the same class to enhance effectiveness.
2) Memory-based methods, which use memory architecture to store key 
“experience” from seen samples and generalize to unseen tasks according to 
the stored knowledge.
3) Optimization-based methods,  which search for a suitable meta-learner 
that is conducive to fast gradient-based adaptation to new tasks. 
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The latent code is endued extra information, when reconstructed in 
latent space Z, to complement the representation deficiency.



Method



Experiments



Experiments



Experiments



Experiments



Conclusion
In this paper, we proposed an MCRNet for few-shot learning, which 
achieved state-of-the-art performance on the challenging 5-way 1- 
and 5-shot CIFAR and ImageNet classification problems. 



Future work

1.Decoder: more embedding, such as 4CONV, 
ResNet-12, WRN-28.

2. Optimization in outer loop.


