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What is Lossy 
Compression?

• JPEG

• H.264

• Removal of information



5 networks for 5 domains
2 goals

• Segmentation (SegNet)

• Depth estimation (GAN)

• Pose estimation (end-to-end CNN)

• Object detection (region-based CNN)

• Human action recognition (two-stream)



Segmentation with SegNet

V. Badrinarayanan, A. Kendall, and R. Cipolla, “Segnet: A deep convolutional encoder-decoder 
architecture for image segmentation,” Computing Research Repository, vol. abs/1511.00561, 2015





Depth Estimation with GAN

• We need a task decoupled from reconstructing high quality output



Object Detection with FasterRCNN



Human Pose Estimation



Human Action 
Recognition



Conclusions

• Can afford to compress to 15% of the 
original size, across all domains

• Networks that employ a decoder sub-
network are resilient. We posit that the 
up-sampling within its pooling layers are 
responsible for the resilience to 
compression.
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