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Motivation

• Deep Clustering

- Combine feature learning and cluster assignment.

• Deep Constrained Clustering

- Pairwise constraints: must-link and cannot-link,

- Most existing methods do not make use of unlabeled data.



Motivation

• Spectral Clustering

- Handle non-convex clusters.

• Deep Spectral Clustering

- The affinity learned by the SpectralNet is not guaranteed to be 
consistent with local invariance and thus hurts the final clustering 
performance.
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• Constrained Spectral Clustering Network (CSCN)



Proposed Approach

• The Unsupervised Building Block SpectralNet

- Use the SiameseNet to measure similarity

- Spectral embedding 



Proposed Approach

• Constraints and their Propagation

Affinity Matrix Constraint Matrix



Proposed Approach

• Constraint propagation

• Affinity adjustment



Proposed Approach

• Clustering Oriented Fine-tuning

- Clustering soft assignment

- Auxiliary target distribution

- KL divergence based clustering objective
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Conclusion

• We propose Constrained Spectral Clustering Network (CSCN), 
which incorporates pairwise constraints and clustering oriented 
fine-tuning.

• Constraints are propagated to protect local invariance and 
guide spectral embedding.

• The clustering loss is optimized to finetune the feature space 
and perform cluster assignments simultaneously.
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