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Motivation
● My work focuses on two fundamental graph recognit ion tasks: node classification  and 

graph classification .  For the topological graph, local and global structure learning are 
very correlated  but usually studied separately.

● Benefits of learning the local and global structures jointly:

● (1)  The global information content of the entire graph can provide good contexts to 
learn the globally relevant  node representation;

● (2)  The local features can be uti l ized to capture the hierarchical information for 
generating the entire graph representation ( locally relevant)



Method
● 1. Initial Node Feature

● 2. Assignment Matrix Generation

● 2.1 .   Joint Community Detect ion 
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Method
● 2.2.   Dynamic Routing Method
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Method
● 2.3.   Locally Relevant Graph Representation Learning 
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Method
● 3. RatioCut Loss

● 4. Mutual Information Loss (Globally Relevant Node Representation Learning)
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Experiments
● 1. Datasets



Experiments
● 2. Results



Thanks for your listening!


