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Introduction

Online Handwritten Mathematical Expression Recognition

(OHMER)
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INPUT
handwritten trajectory points OUTPUT

LaTeX strings 

a x ^ { 2 } + b = 



Introduction

OHMER  Challenges
⚫ Symbol segmentation

⚫ 2D Structural analysis
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Proposed methods

Two ways to improve the previous model (TAP)

① Posterior attention mechanism

② Stroke level features

Posterior attention is better to be implemented on stroke-

level features than point-level features as the output 

probabilities generated by stroke is more convincing than 

generated by point.
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Proposed methods

Two ways to alleviate this problem:
① Posterior attention mechanism

② Stroke level features

ICPR 2020

Simplified flowchart:

(a) Soft attention 

(b) Posterior attention



Proposed methods

Two ways to alleviate this problem:
① Posterior attention mechanism

② Stroke level features
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Input

Point level features

Stroke level  features



Proposed methods: overall architecture

Network Architecture
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Experiments
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Evaluation of Posterior Attention Mechanism



Experiments
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Attention visualization



Experiments:

Comparison with State-of-the-arts
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Conclusion

① The posterior attention mechanism is better than soft attention 

mechanism 

② The stroke-level feature vectors which contain enough 

classification information can calculate  posterior attention 

accurately

③ The proposed stroke based posterior attention exhibits higher 

performance than previous methods.
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