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Motivations 

 Discriminant method aiming to learn a 

discriminative projection space for the 
data. 

 Better data representation. 

 Find a mapping that retains several 

interesting properties for learning tasks 
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Related works 

 Linear Discriminant Analysis (LDA) 

 Principal Component Analysis 

 inter-class Sparsity based discriminative 

least square regression (ICS DLSR)  [Wen et 
al.,2018] 

 Robust sparse LDA (RSLDA) [Wen, Fang et 

al., 2018] 
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Properties 

 Supervised Learning Method 

 

 Robust and Discriminant 

 

 The model provides feature ranking 

 

 Provides Inter-class sparsity 
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Classical LDA 
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Fisher Criterion: Difference form: 

μ is a small positive constant. 
C is the number of classes 

Ni is the number of samples of the i-th class 

p is the eigenvector associated with the smallest eigenvalue  

of (Sw − μ Sb). 

Trace Form: 



Proposed objective function 
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LDA criterion 

Regularization term 

for Feature Selection 

(Reduces over-fitting) 

compensate the 

random and sparse 

noise. 

Provides Inter- 

class Sparsity 
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Common sparse 

structure for the 

samples in the 

projected space 



Robust Discriminant Analysis with feature 

selection and Inter-class Sparsity 

(RDA_FSIS) 
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 Input: Data Samples: 𝐗;     Data Labels;     
Regularization  parameters: 𝜆1,𝜆2,𝜆3. 

 Output: Transformation matrix 𝑸; Reconstruction 

orthogonal matrix 𝑷; Error matrix 𝑬; 

 

 Initialize 𝑸 , 𝑬  = 0 ; 𝑭 = 𝑸𝑻𝑿;  𝑷 = 𝒂𝒓𝒈 min𝑷 𝑻𝒓(𝑷𝑻𝑺𝑷); 

    𝑺𝒘, 𝑺𝒃 obtained from LDA.  

 

 Iteratively  update 𝐐, 𝐏, 𝐄 and 𝐅 (until convergence); 
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Compared methods 
 K nearest neighbors (KNN)  

 Support Vector Machines (SVM)  

 Linear Discriminant Analysis (LDA) 

 Local Discriminant Embedding (LDE)  

 Automatic Subspace Learning via Principal 
Coefficients Embedding (PCE) (unsupervised)  

 Inter-class Sparsity based discriminative least 
square regression (ICS DLSR)  [Wen et al.,2018] 

 Robust sparse LDA (RSLDA) [Wen, Fang et al., 
2018] 
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Datasets 

Brief Datasets Description 

Dataset Type Num 

Samples 

Num of  

features 

Num of  

classes 

Descriptor 

Extended 

Yale B 

Face 2414 1024 38 RAW-brightness  

COIL 20  Objects 1440 177 20 LBP 

LFWA Face 3408 1024 141 RAW-brightness 

MNIST Digits 60,000 2048 10 Deep Features 

PubFig83 Face 13,002 2048 83 HOG,LBP,GABOR 
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Classification Tables 



ICPR2021 

15 Results 

T-SNE Visualization 
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Parameters Analysis 
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Convergence Analysis 
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19 Conclusion 

 Supervised learning with Feature Selection and class 

sparsity algorithm is proposed 

 We propose an novel framework that provides an informative and 

discriminative linear embedding space. 

 Framework that combines Linear discriminant analysis and  inter-class 

sparsity. 

 Implicitly performs feature ranking. 

 The experiments show that the proposed method 

 is able to outperform competing methods. 

 Robust to noise. 

 Future works will consider transforming this model into a deep model. 
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