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Moderador
Notas de la presentación
Hello everyone, my name is José Antonio and I’m going to present the paper called “The effect of image enhancement algorithms on convolutional neural networks”. I’ve been working for this paper with my colleagues Miguel Ángel  Molina-Cabello, Rafaela Benítez-Rochel and Ezequiel López-Rubio. We come from the University of Málaga.
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Moderador
Notas de la presentación
Let’s start this presentation commenting the Outline. As we can see here, the work has been divided in four sections: Introduction, Methodology, Experimental Results and Conclusions.
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Introduction

Convolutional Neural Networks (CNNs) are deep
neural networks that combine convolutional with
subsampling layers
CNNs are used broadly in several disciplines
They are more used in computer vision applications
Image Quality has a high impact on the CNN
performance
Low Brightness degrades the CNN performance
Four Well-Known Contrast Enhancement
Techniques are applied in this work to improve
Accuracy

Original Image Dark Image

Moderador
Notas de la presentación
Introduction. Convolutional Neural Networks (CNNs) are deep neural networks that have the peculiarity of combining convolutional with subsampling layers. ​We can find in the literature a huge number of CNNs with high performance. In the most of these studies, networks are trained and tested on high-quality image datasets, but in real-world, image quality may be low due to external factors so final recognition can be degraded. One of these factor is the brightness, and it can be demonstrated that low brightness can degrade the CNN performance. ​In this work, we propose to use four well-known contrast enhancement techniques to improve the accuracy of several CNNs against the brightness level reduction. 
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Methodology

Image brightness is controlled by an integer scale
factor called as Bright Scale (b) following the next
expression:

A quantization Error is produced due to rescale
process:

Original Image pixel is encoded with an integer
inside the next range of values:

(1)

(2)

(3)

Moderador
Notas de la presentación
Let’s go into the Methodology. From the one side, an image is composed by a matrix of pixels, and pixels are encoded with an integer that represents the brightness level. In the expression (1) “phi” represents the value limits allowed by an image encoded with H bits.

From the other side, during the experiments the brightness level will be controlled through the bright scale, called as b, and defined by the expression (2). This expression will produce a quantization error that can be calculated through the expression (3). And this error has been plotted at the left of this slide where it is observed that the higher bright scale the higher quantization error. 
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Experimental Results

 Three well-known CNNs are used: AlexNet, GoogleNet and ResNet-50 implemented in Python
with Torchvision (a package of PyTorch)

 Four contrast enhancement algorithms are used in the experiments: Gamma Correction (GC),
Logarithm Transformation (LT), Histogram Equalization (HE) and Contrast-Limited Adaptive
Histogram Equalization (CLAHE)

 Each Accuracy-1 point is calculated through 1000 images choosen randomly from the
ILSVRC2012 Validation Dataset

 Bright Scale is swept from 1 to 10

Moderador
Notas de la presentación
In this slide the experiments set-up is summarized. During this work we have performed serveral experiments to analyze the impact of four contrast enhancement techniques on the performance of three well known CNNs. The enhancement techniques are: Gamma Correction (GC), Logarithm Transformation (LT), Histogram Equalization (HE) and Contrast-Limited Adaptive Histogram Equalization (CLAHE). These CNNs have been implemented in Python using Torchvision pre-trained models for the ImageNet 2012 dataset.  Furthermore, the metric used for evaluating the performance is accurary-1 which is calculated employing 1000 images selected randomly from the Validation Dataset. Regarding the bright scale, it will be swept from one to ten. 
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Experimental Results
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Moderador
Notas de la presentación
Before going to the quantitative results, let’s do a short qualitative analysis with the intention of having a better intuition about the algorithms selected. We have analyzed visually two images from the selected datasets and their four enhanced versions. At the left, we can see a bright image of a bird called as Kite, and at the right, a dark image of a Madagascar cat. Intuitively, LT seems to be the best transformation for the dark image because it improves the contrast, the brightness and balance of colors. But LT is the worst transformation for the brightest image. The other algorithms seem to improve the contrast and brightness for the dark and bright images. 
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Experimental Results

AlexNet GoogleNet ResNet-50

 Good improvement of Accuracy (acc-1) for dark images
 Accuracy-1 boost around 40% for AlexNet when b = 10
 The best algorithm for dark images is LT
 The best algorithm for bright images is GC

Moderador
Notas de la presentación
Let's see the quantitative results. We can see in this slide a comparison of accuracy for the enhancement algorithms. 

First, It is observed that the best performance is achieved by LT for higher values of bright scale, specially, for darker images. Indeed, only this algorithm has a positive slope relative to bright scale. However, LT has not a good performance for bright scale values below four. In addition to this, all the proposed techniques improve accuracy for higher values of bright scale. CLAHE and HE have similar behavior as expected, because the first algorithm is based on the second one. Respecting to GC, it is the best algorithm for bright images.
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Conclusions

Four well-known contrast enhancement algorithms have been 
proposed to improve the accuracy of CNNs when illumination is 
low: HE, CLAHE, GC and LT
The four algorithms improve the accuracy for dark images
LT is the best algorithm for dark images, but it presents some
issues for brighter ones
The other algorithms: GC, HE and CLAHE are more robust than
LT for a wider range of brightness

Moderador
Notas de la presentación
Finishing this presentation, let’s enumerate the conclusions of this work.
First, four well-known enhancement algorithms are proposed to improve the accuracy of CNNs when illumination is low.
Second, it has been demonstrated these four algorithms improve accuracy metric for dark images. However, it presents some issues when the images become brighter, especially for LT. 
Third, experimental results confirm that LT gets the best performance in terms of accuracy when it is applied on the three CNNs for dark images. 
Fourth, as conclusion, LT is a good option to be used to improve accuracy when images are darker, while the other are good choices for a wider range of brightness. 
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Thank you for your attention!

José A. Rodríguez-Rodríguez
Miguel A. Molina-Cabello
Rafaela Benítez-Rochel
Ezequiel López-Rubio

Moderador
Notas de la presentación
At this point, it only remains to thank your attention. It was a pleasure to participate in this Conference despite the global situation. And we hope we can meet in person soon. 
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