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1. Background – QSAR model

• Quantitative structure–activity relationship (QSAR) models extract relationships from chemical
structures and predict biological activities, such as toxicity, solubility, and so on.

• QSAR models are used in chemical and biological domain. The main applications include high
throughput screening of chemicals for toxicity prediction and drug delivery.

• Previous QSAR models utilized molecular descriptors to represent chemical properties as vectors.
The selection of proper molecular descriptors is challenging as the performance of QSAR model is
highly dependent on descriptors.

y = f(x)

f(x) ?



1. Background - Challenges

• For a deep learning models based on descriptors have two problems:

1. Molecular descriptors require additional conversion processes from inputs, such as
the Simplified Molecular Input Line Entry System (SMILES).

2. The search space for certain substructures of chemicals converted into descriptors
can be limited or ignored
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1. Background - Proposal

• We present a Natural Language Processing (NLP) based QSAR model that utilizes SMILES as
direct input.

• We explored the structural differences of existing transformer-variant models and proposed a
new self-attention based model.

• The representation learning performance of our self-attention module was evaluated in a
multi-task learning environment using several chemical datasets.
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• Component 1: SMILES embedding and feature extraction with CNN layers
• Component 2: Self-attention
• Component 3: Multi-task learning



SMILES embedding and feature extraction with CNN layers

• A CNN layer serves as a shared hidden layer for multi-task learning.
• Input is a SMILES format.  No chemical descriptors required.
• A shared hidden layer is useful when target of the multi-task learning is closely 

related tasks. 

SMILES 

Ablation 
Study

• Excluding the CNN layer leads to lower performance.
• Compared to RNN layer, CNN layer is faster at converging.

The CNN layer stores shared hidden features even though
the self-attention layer is located ahead of the discrete
output layer.
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Self-attention

• A Self-attention module focuses on long-range dependencies of a given input.
• Pseudo-code of the self-attention is shown below. 
• No pre-training (see the comparison with other study part)

𝑄,𝐾, 𝑉 = 𝑙𝑖𝑛𝑒𝑎𝑟 𝑥 , 𝑙𝑖𝑛𝑒𝑎𝑟 𝑥 , 𝑙𝑖𝑛𝑒𝑎𝑟 𝑥

attnoutput = 𝑠𝑜𝑓𝑡𝑚𝑎𝑥(
𝑄𝐾

𝑛

𝑇

)𝑉

𝑙𝑛1 = 𝑙𝑎𝑦𝑒𝑟𝑛𝑜𝑟𝑚 𝑥 + attnoutput

FFNoutput = 𝑙𝑖𝑛𝑒𝑎𝑟 𝑟𝑒𝑙𝑢 𝑙𝑖𝑛𝑒𝑎𝑟 𝑙𝑛1

𝑙𝑛2 = 𝑙𝑎𝑦𝑒𝑟𝑛𝑜𝑟𝑚 𝑙𝑛1 + FFNoutput



Self-attention

• A Self-attention module focuses on long-range dependencies of a given input.
• Pseudo-code of the self-attention is shown below. 
• No pre-training (see the comparison with other study)

The Self-attention module, as well as multi-task 
learning, is an essential component.

Ablation 
Study



Multi-tasking learning

• Discrete output layers produce outputs for multiple tasks
• Shape : [batch size, sequence size, hidden size] => [batch size]
• A balancing bias is applied to rectify the class-imbalance in the data

Replacing the discrete output layer with max
pooling leads to lower performance.

Ablation 
Study



• 1-b) Smiles Transformer Model: The Smiles Transformer model uses the intermediate result 
obtained from the pre-training step.

• 1-c) Transformer-CNN Model: The Transformer-CNN model also implemented the pre-training 
approach. The model contains text-CNN block for several CNN layers.

• 1-d) BiLSTM-SA Model: The concept of the BiLSTM-SA model implemented a self-attention 
module without the multi-task learning scheme. 



• 1-b) Smiles Transformer Model: The Smiles Transformer model uses the 
intermediate result obtained from the pre-training step.

Smiles Transformer



• 1-c) Transformer-CNN Model: The Transformer-CNN model also implemented the 
pre-training approach. The model contains text-CNN block for several CNN layers.

Transformer-CNN



• 1-d) BiLSTM-SA Model: The concept of the BiLSTM-SA model implemented a self-
attention module without the multi-task learning scheme. 

BiLSTM-SA Model







• We proposed Self-attention Multi-Task learning (SA-MTL) QSAR model which is a descriptor-free as 
SMILES is the direct input of the model.

• We described structural differences of our model and other transformer-variant models and
showed the influence of such a structural change on learning. 

• Our SA-MTL model exhibited the state-of-the-art performance in the Tox21 and several other
datasets.
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