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Action Anticipation - Definition

Action Anticipation is the task of classifying upcoming actions given past and 
current video observations.
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Action Anticipation - Example
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Future is Multimodal

The action anticipation problem can be seen as a multilabel task with missing 
labels, since the dataset “samples” only one of the possible future [1].

“take sponge”, “peel squash”, “put 
down sponge”, “put down rag”, “wash 
bowl”

Dataset

“take sponge”

[1] Furnari et al., Leveraging Uncertainty to Rethink Loss Functions and Evaluation Measures for Egocentric Action Anticipation, ECCV 2018.



Hard Labels vs Soft Labels

Previous works uses Cross Entropy Loss with one-hot encoded labels, leveraging 
only one of the possible future scenarios as ground truth.

→ We smooth the target distribution enabling the chance of negative (yet still 
plausible) classes to be selected.
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Generalization of Label Smoothing

Uniform Prior Distribution

Custom Prior Distribution

: prior knowledge of the label, such that and

One-Hot (Hard) Labels Smoothed (Soft) Labels



Knowledge Distillation

loss between prediction and one-hot

knowledge distillation term
loss between prediction and priorHow to choose a good 

prior distribution?



Prior Distribution - VerbNoun 

Each action is composed by a verb and a noun → action = [verb, noun] 

We define the VerbNoun prior distribution for an action as follows:

set of actions with the same verb set of actions with the same noun

prior distribution for the k-th action



Prior Distribution - Temporal

Some pairs of actions are more likely to occur than other ones.

→ We consider all the subsequent action transitions in the training dataset and 
estimate the transition probability in order to compute the Temporal prior 
distribution as follows:

where                                is the number of times that the i-th action is followed by 
the k-th action.



Prior Distribution - GloVe

We compute the k-th action embedding using GloVe [2] as follows:

and the GloVe prior distribution as follows:

[2] Pennington et al., GloVe: Global Vectors for Word Representation, EMNLP 2014.



Results - EPIC-Kitchens-55



Results - EGTEA GAZE+



Results - Best Prior Distribution



Conclusions

- We generalize the label smoothing idea extrapolating semantic priors from 
the action labels to capture the multi-modal future component of the action 
anticipation  problem,

- We show that label smoothing, in this context, can be seen as a knowledge 
distillation  process,

- We show that with our simple method we can systematically improve results 
of state-of-the-art models on action anticipation.
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