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Illustration of TextVQA and MCG Model

Brief description of 
TextVQA problem, and an 
illustration of our MCG 
model structure, which 
contains a GNN-based 
contextual information 
propagation mechanism.



Encoding Component

• Non-textual object features are extracted with a pre-trained 
Faster-RCNN model.

• For the scene texts in the image, we apply scene text detector 
Rosetta to identify tokens in the image. We get tokens, visual 
bounding box, and visual feature of scene texts. The visual feature 
is extracted trough feeding the bounding box into the Faster-
RCNN model.

• For the question, we follow the common practice as in other VQA 
works.



Relation Modeling Component

• Spatial Relationship modeling:
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