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Visual Relation Detection
● Detecting relations between 

objects in an image



Depth Maps
1. We argue that depth maps can 

additionally provide valuable 
information about an object’s 
relations as they provide the object's’ 
distance from the camera.



Depth Maps
1. We argue that depth maps can 

additionally provide valuable 
information about an object’s 
relations as they provide the object's 
distance from the camera.

2. Unfortunately, most available image 
datasets do not provide depth maps, 
because the acquisition of depth 
maps is a cumbersome task 
requiring specialized hardware.



Synthetic Depth Maps
We tackle this issue by synthetically 
generating [1] the corresponding pseudo 
depth maps from 2D images of Visual 
Genome [2].
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Synthetic Depth Maps
We tackle this issue by synthetically 
generating [1] the corresponding pseudo 
depth maps from 2D images of Visual 
Genome [2]. 

We release the generated depth maps as 
a separate dataset called VG-Depth [3].
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Multimodal Architecture
The object information extracted from 
depth maps and RGB images, i.e. class 
labels, location vectors, RGB and depth 
features, are the basis for relation 
detection in our simple yet effective 
framework.



Experiments
● We test our approach on the Visual 

Genome [1].
● Metrics:

● [Micro] Recall@K
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Experiments
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Summary
1. We perform an extensive study on the effect of using 

different sources of object information in visual relation 
detection. We show in our empirical evaluations using 
the VG dataset, that our model can outperform 
competing methods by a margin of up to 8% points.

2. We release a new synthetic dataset VG-Depth, to 
compensate for the lack of depth maps in Visual 
Genome.

3. We propose Macro Recall@K as a competitive metric 
for evaluating the visual relation detection 
performance in highly imbalanced datasets such as 
Visual Genome.


