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•Aims: 
•Realistic talking face video with lip synchronization
•Smooth facial motion
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•Applications: virtual computer games, speech 
comprehension, and teleconferencing and so on.  
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Directly       No Intermediate Output
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•Previous works: generate talking face video directly.

Cross-Modal Heterogeneity: 
Large Gap between Audio and Visual.
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•Two-stage Strategy: gradually close the gap by 
predicted landmarks. 
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There is still challenge to predict landmarks 
from audio.



•How to learn more reasonable and synchronous 
landmarks from audio to guide talking face generation?
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•The words play a important role to bridge the audio and 
landmarks modalities.
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•Temporal consistency is important for the authenticity of 
the smooth transition between frames in sequence.
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Approach
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Experiments

• Blue boxes: the difference in word semantic pronunciation.

• Red boxes: the difference between landmarks in temporal consistency.
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Experiments

• The examples of generated talking faces from test set of LRW dataset.





Thanks for watching


