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Texture classification challenges

• LBP is sensitive to inverse grayscale changes:

—foreground and background variations or varying lighting conditions

• gradient-based methods

• complement code-based methods

do not distinguish LBP codes and their 

complements



Proposed method

• First-Order Sorted LBP(SLBP) Feature

 sort pairwise bins of a LBP histogram

• Second-Order Sorted LBP(SLBP) Feature 

 capture the spatial co-occurrence relationships of LBP pairs

 employ the sorting operator and max pooling

• Generalization to other LBP features



• First-Order SLBP Feature

H1 :the first-order histogram feature

i : the index of histogram bins

• sort pairwise bins of the 

histogram in descending order 

robust to both change



• Second-Order SLBP Feature

We cast grayscale inversion and image rotation as a row-column shifting problem 

regarding a LBP co-occurrence matrix.

construct LBP co-occurrence histogram



robustness to grayscale-inversion changes

• Second-Order SLBP Feature



robustness to rotation changes

• Second-Order SLBP Feature



• Generalization to other LBP features

we generalize our method to embed a complementary LBP magnitude 

feature into our framework.

Texture datasets
Outex (TC10): 24 classes, rotation changes

Outex (TC12): 24 classes, rotation & illumination changes

KTH-TIPS: 10 classes, illumination & scale changes

Curet: 61 classes, viewpoints & illuminations changes

Nearest-neighborhood (NN) classifier with the chi-square distance



Classification results

our second-order SLBP feature achieves the best performance under both conditions



Classification results

our SLBP feature runs faster than GLBP



Classification results

we observe that H1(SLBP) outperforms NRLBP when r > 1



Classification results

the multi-scale representation helps to improve the feature’s descriptive ability



Summary

• We propose SLBP feature

 It can preserve the distribution information of LBP codes and their           

complements.

 Second-order SLBP feature captures the spatial co-occurrence 

relationships of LBP codes.

 It can be generalized to embed any rotation invariant LBP features, 

e.g., LBPM



Thanks!


