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Motivation

 Don’t consider the similarity and internal structures among different characters 

 Have difficulty in recognizing unseen Chinese characters

 Weakness of character-based methods

Hierarchical radical structure of an example 
Chinese character



Motivation

 Strengths of the Transformer architecture

 Self-attention mechanism can capture long-range dependencies and the detailed 
internal pattern

 The Transformer is composed of stacked blocks and aggregates the input context for 
each block, which naturally provides us with more hierarchical representations

 Existing solutions

 Radical-based methods decompose  the Chinese character into a limited number of 
radicals

 Have ability to learn a zero-shot problem



Proposed Architecture

 Dense Encoder

 Transformer Decoder

 Training Objective

Transformer-based radical analysis network(RTN)



Experiments

 Experiments on printed Chinese characters

[1] Zhang, Jianshu, et al. "Radical analysis network for zero-shot learning in printed Chinese character recognition." 2018 IEEE International 

Conference on Multimedia and Expo (ICME). IEEE, 2018.



Experiments

 Experiments on natural scene Chinese characters



Experiments

 Attention visualization



Future Work

 Design more task-specific transformer-based decoder

 Apply to Chinese text line recognition

 Evaluate on zero-shot scene or handwritten character recognition



Thank you!


