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Background

• Attribute entanglement

–Poor generalization ability

input

output



Motivation

• Excavate semantic attributes

• Outlier feature maps 



Methods

1. Group-wise feature orthogonality 

2. Intersection feature suppression 

3. Constrained by the two methods



Methods

The framework of the proposed methods



Methods

• Feature Map Encoding and Clustering

– the runtime costs largely reduced 

– excavate semantic attributes



Methods

Group-wise Feature Orthogonality and Suppression
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Methods

Network loss function



Experiment

• Baselines and Dataset

–StarGAN[1], AttGAN[2]

[1] Stargan: Unified generative adversarial networks for multi-domain image-to-image translation. In: CVPR (2018).

[2] Zhenliang He, et al.: Attgan: Facial attribute editing by only changing what you want. In: TIP (2019). 



Experiment

• Hash Encoding

–Does not cause Information degradation 

–The runtime costs largely reduced 

Based on StarGAN+GO+IFS for RaFD

- GO(Group-wise orthogonality), IFS(Intersection feature suppression)



Visual Results

• Two orthogonality strategies

• Intersection feature suppression 



Visual Results

• Ablation study 

– IFS (intersection feature suppression)

–GO (group-wise orthogonality )



Visual Results

• Hair color translation 



Visual Results

• Comparison with StarGAN and AttGAN 



Quantitative Results
• CelebA and RaFD



Generalization Performances
• Visual and quantitative results

CelebA and RaFD are used for training and testing



Conclusions

1. group-wise orthogonalization and intersection feature 

suppression.  

2. semantic attribute disentanglement improve network 

generalization ability.  

3. synthesize much more genuine images and significantly less 

abnormality.


