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Environment: CARLA Simulator 
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Images from ”CARLA: An Open Urban Driving Simulator”



• Input: Vehicle Front View Camera
• Decision Making: Epsilon Greedy Policy
• Learning Strategy: On-Policy Probabilistic Q-Learning
• Loss Function: Temporal Difference Error
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• Clustering input states through a GMM
• Calculating action probabilities based on Bayes rule and the component wise probabilities  p(m|a)
• Applying standard discrete Q-Learning through state-action table

𝑄(𝑚$, 𝑎$) ← 𝑄(𝑚$, 𝑎$)+𝛼 𝑇𝐷,--.-

Learning Rate
Temporal Difference ErrorState-Action Value Function

𝑇𝐷/--.- = 𝑅𝑒𝑤𝑎𝑟𝑑 + 𝛾𝑄 𝑚$89, 𝑎$89 − 𝑄(𝑚$, 𝑎$)

Forgetting Factor

Equation (1)

Equation (2)

Learning Paradigm
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Reward Signal Control Signal
From Simulator

1. Steer signal
2. Throttle signal
3. Brake signal 
4. Reverse gear

Discrete Action Space

1. Drive Forward
2. Turn to Left
3. Turn to Right 
4. Drive Backward
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Experiments
• TGDG: Training and deployment using GT
• TEDE: Training and deployment using Estimation
• TGDE: Training on GT but deployment using Estimation 
• TEDG: Training on Estimation but deployment using GT 

• Being offroad
• Being in the meeting lane
• Being either offroad or in the meeting lane
• Accomplished tasks
• Tasks without collisions
• Total distance driven

Metrics
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Results
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Conclusion and Future Plans
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• Continuous action space
• Moving from virtual to the real-world
• Design and implementation of realistic road netwoks 
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