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1 Object detection remains a fundamental problem in computer vision

1 Objective: localize (provide a bounding box) and identify (provide a label) for
objects of interest inside an image.

4 Solution: Convolutional Neural Networks (CNN) lead to huge improvements
» Typical State-of-the-Art models are computationally expensive

» Restricted integration on systems with limited resources.
» Lighter versions have emerged: Tiny-YOLO, SqueezeDet, MobileNet-SSD



RELATED WORK Ye e
1 Object detection is divided into two major categories based on the
potential use of a Region Proposal Network (RPN):
» the single-phase detectors
« SSD, YOLO, YOLOVZ2, Retinanet etc
» the two-phase detectors
« Fast R-CNN, Faster R-CNN and R-FCN
 Another categorization regarding the object detection models’
purpose:
> state-of-the-art performances with no resource restrictions
» best performance in resource restricted environments

» It is almost exclusively dominated by the single-phase detectors due to
the efficiency they inherently possess
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d Orlglnél SSD modifies VGG network. err— W > 7
« VGG is a robust network but: Y >|mage classification

> Uses huge number of parameters, nonetheless
» limited use in resource-restricted applications.

1 SSD suffers in identifying small objects.
» The shallowest layer which is being used is conv4_3 of VGG
» typical input size 300x300 — corresponds to a 38x38 feature map
» too small to identify objects

0 SSD includes 10 blocks of CNNSs in order to extract

features.
> first 6 blocks belong to the VGG
» each next block has double the filters of the previous one
» The initial number of filters is 64 for the 1st block.
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d We added an extra shallower decision layer at conv3_3
» with 75x75 feature map
» number of default boxes number 8732 — 31232
» Are shallower features discrimant enough?

[ Decreased both the initial number of filters as well as the exponent for
increase for the next blocks.

| kn = pan
> Initial numbers of filters, parameter b, 48 and 32 were examined
» parameter a was fixed to 1.7 (from 2 to the original VGG)
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O Number of filters used in the various adaptations

Formula for #filters

E:;El; full SSD | SSD lite 48 | SSD _lite 32
642 481.7 321.7
convl x 64 48 32
conv2 x 128 81 54
VGG layers | conv3d_x 256 138 92
convd _x 512 235 157
convd_x 512 235 157
femx 1024 400 267
Addiana convb_x 256/512 138/235 02/157
— convil_x 128/256 81/138 54/92
L conv® x 128/256 81/138 54/92
conv9_x 128/256 81/138 54/92
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Adjusted loss classification weights T
O Compensate for unbalanced datasets - y 7

QO Modified version of SSD classification loss function
> different weight coefficients for different classes
4 KITTI dataset:
> 0SS = Wpeq 0SS 0 qtWey o 108S o+ Weo l0SS
» Wpeg = 2.2, Weyg = 2.0, Wep = 1.0
d Pascal Voc dataset:

> loss = w,*loss +...+W,5*l0sSs,,

AP <
> W, =—A|S?t

Cat class has the best performance
(used as reference class)

4 Improves performance for classes of lower overall performance
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4 SSD deployed 6 decision layers (convix) (" Added 1 decision NUREE )
» They are used to extract ~—-_ 7 decision layer J
- e ((conv2 x ) - ~— —
discriminant features. s ~N—
> Each one with different feature map ~ (Lconv3.x J——
size. ( convd x }—-H
O Formation of SSDx7
convS_x )
» 1 additional shallower decision layer
» Better performance in KITTI (_fex }—— SSDx7
» Decreased performance In Pascal Voc (Conve x )
(conv7? x —m-i
( convB8 x }—nu

( conv9_x )_\ )
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Selecting the proper decision layers 2/5 =7 .3 <) :
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d Formation of shallower (convix ) ,::'_ Added 1 decision layer D ” 2
SSDx6 ((conv2 x ) ___J,-f"""“““-- — J—-"'"i
1 additional shallower decision T raivd s Ym0
layer used. (Lcomix )
11 deeper layer being removed (_conv4_x }—
d The (removed) deepest layer (conv5 x ) SESEI?H:-':E
useful for bigger objects only. shallowar
. ( fcx feature maps
» They do not appear in KITTI
> Are non frequent in Pascal ((convb_x
(Lconv7_x Removed 1 de_tlﬁmn Iayer )
( —_. 6 decision Iayer 22 '
conv8 x ]___;.;-f"' 1 -
( conv9 x ).x‘; " j
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d Formation of shallower SSDx5 (Grvi) (_ Added 1 decision Tayer ) ’
> I1 additional shallower decision (ConvZ X)) I,= ;_____,x
ayer ‘___.f" /-"' \“'--.___ -
> 2 deeper layers were removed Leomax )
> Only well performing in KITTI (convd_x }——
SSDx5
( conv5_x ) h”ﬁ"“xg
L festure mn.r_.e‘_;rps
( convb_x
( conv7_x \ ﬁern-:::-ued 2 dEESi-ﬁﬁ I_a;z-rs._..'
( }x .”"’ff-".'.. 5 decision layer left_/
convB_x £l 7 T——1 y
P
( conv9 x )-x_ " j
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J Formstion of SSDx5

» 1 deeper layer was removed

» Only well performing in Pascal
Voc

( convl x )

( conv2 x )

SSDx5

o

:!".r

'_Hemoued 1 decision layer /

5 decision layer left_/
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A Formation of SSDx4 (Lconvl x ) .
> 1 deeper layer was removed (conv2 x ) ( Removed 1shallow
\ decision layer
» 1 shallower layer was also (o x) A £
removed /
> Only performing well in Pascal ~ (convad.x ) P
Voc (conv5_x )
SSDx4
( fex p——ro
( convb_x }—-r
(conv7_x }——— { Removed 1 deep dECLSIDﬂ Ia;er )
| 4 decision Ia}fEr left
(conv8 x }—rol S
" el
( conv9 x )-x— \_ J




EXPERIMENTS - Balancing the dataset SLNE

1 Experiments were conducted in Pascal Voc and KITTI datasets g |
U Both datasets are imbalanced.

O Repeat images containing objects from misperforming classes

O Useful for KITTI not for Pascal

O Might improve the performance of some classes but decrease the performance for the
remaining classes.

This image could be repeated in the tralnlng dataset
Presence of majority class object (Cars) does not matter o, '
Contains Cyclists and F rrians S

could be repeated
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O Full model adaptations:

» Incorporating an additional shallower layer did not increase the performance. >
» Weighted version of SSDx6, SSDx5 and SSDx®6 all tie at 77.6%
» Performance of 3 worst classes did improve on Weighted version.

Model Decision _L.:d:?“EI‘H (train/eval) AP

name num initial last

Full SSDx6 6/6 convd 3 | comv9 2 77.6%
Full SSDx6 vs5 6/5 fe7 conv9y 2 71.2%
Full SSDx6 vs5 6/5 convd_3 | conv8_2 77.6% ]

Full SSDx7 /7 convd 3 | conv9 2 17.5% <
w. Full SSDx6 6/6 convd 3 | conv9 2 77.6 %
Model Average Precision (AP)
name bottle chair potted plant 3 class
Full SSDx6 50.50% 60.90% 53.60% 53.90%
Full SSDx7 49.20% 59.20% 53.30% 55.00% 3 worst peﬁnrmin@

w. Full SSDx6 | 52.50% 61.50% 54.50% 56.17%

e
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QO Medium model adaptations: et

» Removing shallower layer did not improve the overall performance
(almost 5% compared to baseline).

» Inclusion of Last layer did not affect the results.

» Weighted version of SSDx4 model demonstrated best performance at
71.0% mAP.

Full medium model

SSD lite 48x6 6/6 | convd 3 | conv9 2 61.7% baseline for medium model

SSD lite 48x6 vs5 6/5 fc7 conv9 2 66.6%
SSD lite 48x6 vs5 6/5 convd 3 | convS 2 61.6%

SSD lite 48x4 4/4 jer/ conv9 2 70.6% @
w. SSD lite 48x4 4/4 fc7 71.0%

conv9_2
Weighted truncated version
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U Lighter model adaptations: ) > 7

U Removing shallower layer improved performance (4% compared to baseline).
U Last layer do not affect results.
1 Weighted version SSDx4 model demonstrated best performance at 64.1% mAP

Full light model

SSD lite 32x6 6/6 | com4 3 | com9 2 55.9% baseline for light model
SSD lite 32x6 vs5 6/5 convd_3 | conv8_2 55.9%
SSD Tite 32x6 vs5 | 6/5 77 | com9 2 | 59.9% ‘@hallu@
SSD lite 32x4 474 fc7 conv8_2 63.1% |e—
w. SSD lite 32x4 4/4 &7 conv8_2 64.1%

Weighted truncated version




Results on Pascal Voc 2007 dataset 4/4

O Various light-weight models' performance on Pascal Voc 2007

test set:
Model name Num Decision Layers mAP
Tiny-DSOD 6 72.1%
w. SSD lite 48x4 4 71.0%
Pelee 4 70.9%
MobileNet-SSD 4 68.1%
w. SSD lite 32x4 4 64.1%
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Results on KITTI dataset 1/4 > 20 D

4 Full model adaptations: e
U A balanced dataset was used.
U Additional shallower layer improved the performance significantly.
O Shallower SSDx5 was used.

L Weighted version of shallower SSDx5 demonstrated best performance
with mAP 86.1%.

Model Decision Layers (train/eval)

sl AP Removed last 2 layers
name num initial last

Added 1 shallower layer

Full SSDx5 @[' 1.5.15 5/5 convd_3 | conv/_2 85.4% |«

w. Full SSDx5 5/5 convd 3 | conv7 2 86.1%
—( Weighted shallower version

Using balanced dataset with
proportion 2.5(=1.5+4+1) to 1
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» Balancing the dataset improved to a point (best choice additional 1.5x of the original samples).
» Additional shallower layer improved performance significantly (50%+).
> Weighted version of shallower SSDx5 demonstrated best performance at 84.1% mAP.

Unbalanced (original) dataset

SSD lite 48x6 6/6 convd_3 | conv9_2 23.2% Oriainal lavers
SSD Tite 48x7 T | conv3 3 | com® 2 | 75.0% dg . y g
SSD lite 48x7 b[1.1] 777 | conv3 3 | com9 2 81.1% Unachpertoise
SSD lite 48x7 b[1.5.1.5] 777 | com3 3 | com9 2 81.6%
I B e et Balancing dataset
L ite X . i oy, Cony " () .
=+ = helps to a point
SSD Tite 48x7 b[2.2] | 7/7 | com3_3 | com9.2 | 80.8% P
SSD lite 48x5 b[1.5.1.5] 5/5 | conv3_3 | conv7 2 82.0%
w. SSD lite 48x5 b[1.5.1.5] | 5/5 | com3 3 | conv’ 2

84.0%
Weighted shallower version
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U Lighter model adaptations:

U Using a balanced dataset.
L Weighted version of shallower SSDx5 demonstrated best performance at 81.1%

mAP.

77 convd_3 | conv9_ 77.4%

SSD Tite 32x7(b[1.5.1.5

SSD lite 32x5(b[1.5,1.5

w. SSD lite 32x5

2
5/5 convd 3 | conv’7 2 79.2%
convd_3 | conv/_2 81.1% ‘ _
Weighted shallower version

Using balanced dataset with
proportion 2.5(=1.5+1) to 1
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d Lightweight model performance on KITTI:
» Our medium model (SSDx5) demonstrated best performance.

Model name Num Decision Layers mAP
w. SSD lite 48x5 b[1.5, 1.5] 5 84.0%
w. SSD lite 32x5 b[1.5, 1.5] 5 81.1%
SqueezeDet+ 1 80.4%
Tiny-DSOD 6 77.0%




Efficiency results

4 Efficiency comparison with other lightweight models:
U Reported times are indicative due to hardware differences

Model name Resolution | batch size fps GPU

Full SSDx6 300x300 1 44 GTX 1070 Ti 8GB
SSD lite 48x4 300x300 1 59 GTX 1070 Ti 8GB
SSD lite 32x4 300x300 1 90 GTX 1070 T1 8GB

Pelee 304x304 1 77 TX2 (32FP)*

Tiny-DSOD 300x300 1 105 TitanX
MobileNet-SSD 300x300 1 59.3 TitanX

Full SSDx5 620x300 1 29 GTX 1070 Ti 8GB
SSD lite 48x5 620x300 1 51 GTX 1070 Ti 8GB
SSD lite 32x5 620x300 1 61 GTX 1070 Ti 8GB

SqueezeDet+ 1242x375 1 32.1 TitanX

Tiny-DSOD 1200x300 1 64.9 TitanX

* excluding post processing time




CONCLUSION e D
_,;--*3 ; *’,}‘}

d Light-weight versions of the SSD architecture were examinéd.
d Two widely used datasets were utilized: Pascal Voc & KITTI.

dSSD remains competitive even when many of the original filters
were removed.

d Decision layer selection affected significantly the
performance especially on lighter versions.
 Effectiveness drop counter-measures proved useful:

 Class weights manipulation played an important role.
A balanced dataset also improved performance (only in KITTI).
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dThank you. i
d Any questions?
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