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Can there be data that require more
attention than others?

e Within a dataset, there could be more and less complex classes.
® Some images could be more beneficial for the classification than others.

More emphasis should be placed on these data.

Hypothesis: Estimating the uncertainty can help us decide the most appropriate data
to perform additional data augmentation methods.



Uncertainty

Data with uncertainty

Aleatoric — captures the noise inherent in the | e
observations (I T o

e Heteroscedastic — data-dependent . e e

e Homoscedastic — constant for different data ,;,"{"'

points, but can be task-dependent. e
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Epistemic — model uncertainty R

e Can be explained away given enough data -1

® Uncertainty about the model parameters  g| * 8 8

® Uncertainty about the model structure Y N &
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UDA Procedure

Training

Train the classifier M, on Algorithm 1: UDA procedure

fLUst input: Labeled Data L, Synthetic Data S; + (),
Lower Threshold 7;, Upper Threshold 7’,, Generator
£
while we are not satisfied with the performance do
Update Dataset EU Estimation Train the classifier Mi on {L() U Sz},
for z; € Lo do
the new images created uncertainty for all real Calculate the EU(:UJ );
training data. if 7T) < EU(.’EJ) < T, then
Create the synthetic image 7 with G
Update S; < S; U{z]}};

Update the S, set with Calculate the

Synthetic Images end
Generation end

Create new images from end
the real ones that met

the threshold.




EU Estimation: MC-Dropout

1. Infer y|x multiple tim h tim mpl i = - e
a d(ieff;lrlent sue: EfenZdeis;c? Ziopt ou('ec.Sa a = (Z;p(y(. =L S,

2. Average the predictions to get the final
prediction E(y|x).

3. Calculate the sample variance of the

predictions.




Synthetic Images

The synthetic image generation is performed by applying various transformations
on the real images, such as rotation, width and height shift, shear, zoom, etc.
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Validation: MAFood121
A new Multi-Attributes Food Datasets

A public multi-attribute food
datasets with:

e 121 dishes within the 11
most popular cuisines.

e More than 20.000 images.

e Annotations of 20.000
images for 3 food-related

tasks.

E. Aguilar, M. Bolafios, and P. Radeva. Regularized Uncertainty-based Multi-task Learning Model for Food Analysis. JVCI (2019)



Validation
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Fig. 4. Number of synthetic images generated after the third training cycle. The blue color represents the real images that were not used to generate the
synthetics. As for the colors orange, green and red, these illustrate the number of real images used, one, two or three times to generate synthetic images.



Results

TABLE Il
RESULTS OBTAINED ON THE TEST SETS IN TERMS OF Ropnicro.
Method American | Chinese | French | Greek | Indian | [talian | Japanese | Mexican | Thai | Turkish | Vielnamese
DenseNet169_DO (5,11 87,12% | 91.83% | 03.56% | 91.10% | 93,68% | 86,260 | 93.60% | B3.07% | B4.95% | O3 81% 067 %
DenseNet169_DO (S2) B8, 89% 92.61% | M24% | 93.19% | 93.68% | S649% 93.62% B5.62% B4 95% | 93,58% 91.19%
DenseNetl69_DO (Sy1 | 8939% G3.00% | 9322% | 92.67% | 93,68% | 8T6R% | W33% B6,26% | B6O2% | 94.03% 91.71%
DenseNet169_DO (S54) 8B, 8% 94.16% | WM92% | 93.72% | 93.16% | BT9I1% | 94.33% B690% @ B6.02% | Y4.03% D1.19%
TABLE 111
RESULTS OBTAINED ON THE TEST SETS IN TERMS OF Rnacro.
Method American | Chinese | French | Greek | Indian | [alian | Japanese | Mexican | Thai | Turkish | Vielnamese
TDemseNetI69_DO (5,1 | 56,93% | IILS4% | 93,05% | B960% | 93.53% | 87.69% | 92.75% | BZ3I% | B269% | 93,68% W2T%
DenseNet169_DO (S2) 88, T7% G08% | 9396% | 92.42% | 93.51% | 87.19% 93, 19% B5.55% B3.84% | 93,55% D131%
DenseNet169_DO (S5 89.26% 9269% | 93.24% | 91.59% | 93,77% | SER3I% 93 81% 86, 73% B3.99% | 93.96% 91.50%
DenseNet169_DO (S4) B8, U8% 9289% | 9578% | 9299% | 9279% | R942% | 9.04% B6OIT% | BAO8T | 94.00% D1 18%

S1: Training with real images without applying any typeof data augmentation.
S2: Training with standard online data augmentation, such as random crops and horizontal flips, applied on real images only.
$3: Training with standard online data augmentation,applied on a dataset consisting of both synthetic images(one for each real image) and real images.
S4: Training with standard online data augmentation,applied on a dataset generated by our UDA method.
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Conclusions

® A novel method for uncertainty-aware data augmentation that follows an
active learning framework.

e We validated our approach on eleven subsets of data from the public food
dataset MAFood-121.

® Itis not necessary to generate data-augmented images for all the samples.

® Our method contributes to getting more balanced classification in the
unbalanced dataset.



