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Loss Function are:
● Architecture independent
● Widely applicable

Learning Loss Functions
● No loss engineering
● Include additional information
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● Ground truth label 
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● Final goal position (MBRL)

● Sampled reward (MFRL)
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Meta Learning via Learned Loss

Fully differentiable 
loss learning loop
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Model Based RL with ML3

Testing - No Model is needed during meta test!
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Model Free RL with ML3
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Model Free RL with ML3

ML3 generalizes to new policy architectures
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