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Introduction

➢ Egocentric Activity Recognition

✓ Wide range of real-world applications

✓ Invisibility of camera wearer & Ego-motion

✓ Identify hand motion patterns & manipulated objects
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Introduction

➢ Related Work

✓ Leveraging large-scale fine-grained annotations

• Gaze information [1]

• Hand segmentation and object localization [2]

✓ Attention mechanisms

• Ego-RNN (spatial attention) [3]

• LSTA (sequential attention) [4]
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Introduction

➢ Contributions

✓ We propose a flow-guided spatial attention tracking (F-SAT) module,

to highlight the discriminative features from relevant regions across

frames.  

✓ We insert the proposed F-SAT module into a two-branch-based

architecture, to provide complementary information.

✓ Evaluation on three public egocentric activity data sets.



6

Methodology 

➢ Overall Network Architecture
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Methodology 

➢ Flow-guided Spatial Attention Tracking Module
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Methodology 

➢ Flow-guided Spatial Attention Tracking Module

• Class activation map (CAM) [5]:
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• Flow signal integrated RNN unit:

(𝐢𝑡, 𝐨𝑡 , 𝐪𝑡, 𝐬𝑡) = (𝜎, 𝜎, 𝜎, 𝜂)(𝐖 ∗ 𝐀𝑡 + 𝐔 ∗ 𝐅𝑡 + 𝐕 ∗ 𝐡𝑡−1 + 𝐛)

𝐜𝑡 = 𝐢𝑡⨀𝐬𝑡 + 𝐪𝑡⨀𝐜𝑡−1

𝐡𝑡 = 𝐨𝑡⨀𝜂 (𝐜𝑡)



Experiments

➢ Datasets
• GTEA 61 :  61 activity classes

• GTEA 71 :  71 activity classes

• EGTEA Gaze+: 10,325 samples & 106 activity classes

9



10

Experiments

➢ Ablation Study

✓ Effectiveness of the F-SAT module

✓ Effectiveness of multi-branch fusion

Table I  Ablation experiment results on the GTEA 61 data set.
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Experiments

➢ Ablation Study

✓ Visualization of the attention maps generated by SAT and F-SAT
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Experiments

➢ Comparison with State-of-the-Art Methods

Table II  Comparison results on three egocentric activity data sets.
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Conclusion

✓ The proposed F-SAT module is capable of localizing the

discriminative features from relevant regions across the frames, 

by exploring temporal context and integrating optical flow as a

guidance signal.

✓ We validate the practical effectiveness of the F-SAT module by

inserting it into a two-branch-based CNN-LSTM network.
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Thank You!
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