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Introduction

We proposed a three-stream multi-scale attentive network (TSMSAN)

for saliency detection in dynamic scenes.

TSMSAN integrates motion vector (MV) representation, static

saliency map, and RGB information in multi-scales together into one

framework on the basis of Fully Convolutional Network (FCN) and

spatial attention mechanism.

a) On the one hand, the respective

motion features, spatial features, as

well as the scene features can

provide abundant information for

video saliency detection.

b) On the other hand, spatial attention

mechanism can combine features

with multi-scales to focus on key

information in dynamic scenes.
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Methods--Architecture

Architecture of the proposed TSMSAN. Three Multi-Level FCNs extract the features from three inputs. A Multi-Scale

Attention module with dilated convolution is implemented in the frame stream. A spatial attention module and a convLSTM

follow the output features from the three streams to further encode the spatiotemporal features.
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Method--Attention Modules

a) A Multi-Scale Attention module based on spatial

attention mechanism and dilated convolution

combining features with multi-scales is adopted in the

stream that takes RGB frames as input.

b) The spatial attention module follows the concatenated

feature from the three streams. It outputs an attention

map after further spatial feature extraction. Afterwards,

the attention feature and the input feature are

concatenated as the final output feature to retain the

less important information.
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Results of three inputs

The preprocessed MV representation

shows more explicit motion information.

The static saliency map obtained can

roughly grasp the object in the scene,

but it has little reflection of motion

information.



25th INTERNATIONAL CONFERENCE ON PATTERN RECOGNITION

Milan,Italy 10 | 15 January 2021

Results on saliency metrics
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Performance comparison
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