
20

Facial Expression
Recognition using
Residual Masking

Network

Luan Pham,
Huynh Vu, Tuan

Anh Tran

Faculty of CS and CE
Bach Khoa University

VNU-HCM,
&

Cinnamon AI

Facial Expression Recognition
using
Residual Masking Network

Luan Pham, Huynh Vu, Tuan Anh Tran

Research & Development - Cinnamon AI
Faculty of Computer Science and Engineering - HCMUT



20

Facial Expression
Recognition using
Residual Masking

Network

Luan Pham,
Huynh Vu, Tuan

Anh Tran

Faculty of CS and CE
Bach Khoa University

VNU-HCM,
&

Cinnamon AI

Introduction

Problem definition

• Input: an facial image (without alignment information).

• Output: probabilities of seven classes.1

Figure -1.1: Diagram of a Simple Facial Expression Recognition API.

1Include 6-concrete emotions and neutral state.
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emotion. It is possible, in principle, to evoke a wide 
variety of instances for a given emotion category (e.g., 
Wilson-Mendenhall, Barrett, & Barsalou, 2015); in prac-
tice, however, published studies evoke what scientists 
believe are the most typical instances of each category, 
usually elicited with a stimulus that is presented without 
context (e.g., a photograph, a short movie clip separated 
from the rest of the film or a simplified description of an 
event, such as “your cousin has just died, and you feel 
very sad”; Cordaro et al., 2018). Scientists usually include 
some measure to verify that participants are in the 
expected emotional state (e.g., asking participants to 
describe how they feel by rating their experience against 

a set of emotion adjectives). They then observe partici-
pants’ facial movements during the emotional episode 
and quantify how well the measure of emotion predicts 
the observed facial movements. When done properly, this 
yields estimates of reliability and specificity and, in prin-
ciple, provides data to assess generalizability. There are 
limitations to assessing the validity of a facial configura-
tion as an expression of emotion, as we explain below.

Measuring facial movements. Healthy humans have 
a common set of 34 muscle groups, 17 on each side of 
the face, that contract and relax in patterns.10 To create 
facial movements that are visible to the naked eye, facial 
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Fig. 4. Facial action ensembles for common-view facial expressions. Facial action coding system (FACS) codes can be used to describe 
the proposed facial configuration in adults. The proposed expression for anger (a) corresponds to a prescribed emotion FACS (EMFACS) 
code for anger (described as AUs 4, 5, 7, and 23). The proposed expression for disgust (b) corresponds to a prescribed EMFACS code for 
disgust (described as AU 10). The proposed expression for fear (c) corresponds to a prescribed EMFACS code for fear (AUs 1, 2, and 5 or 
5 and 20). The proposed expression for happiness (d) corresponds to a prescribed EMFACS code for the so-called Duchenne smile (AUs 
6 and 12). The proposed expression for sadness (e) corresponds to a prescribed EMFACS code for sadness (AUs 1, 4, 11, and 15 or 1, 4, 
15, and 17). The proposed expression for surprise (f) corresponds to a prescribed EMFACS code for surprise (AUs 1, 2, 5, and 26). It was 
originally proposed that infants express emotions with the same facial configurations as adults. Later research revealed morphological 
differences between the proposed expressive configurations for adults and infants. Of a possible 19 proposed configurations for negative 
emotions from the infant coding scheme, only 3 were the same as the configurations proposed for adults (Oster, Hegley, & Nagel, 1992). 
The proposed expressive prototypes in (g) are adapted from Cordaro, D. T., Sun, R., Keltner, D., Kamble, S., Huddar, N., and McNeil, 
G. (2018). Universals and cultural variations in 22 emotional expressions across five cultures. Emotion, 18, 75–93, with permission from 
the American Psychological Association. Face photos copyright Dr. Lenny Kristal. The proposed expressive prototypes in (h) are adapted 
from Figure 2 in Shariff and Tracy (2011).

Figure -1.2: Facial action ensembles for common-view facial expressions. 1

1Challenges to inferring emotion from human facial movements, 2019 — Barrett, Lisa
Feldman, et al.

https://journals.sagepub.com/eprint/SAUES8UM69EN8TSMUGF9/full
https://journals.sagepub.com/eprint/SAUES8UM69EN8TSMUGF9/full
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Facial landmarks

Problems

• Failure in working with small
images.

• Poor confidence in complex
input.

• Huge cost for labelling.

Q: A end-to-end method to extract
facial expression without this inter-
mediate level features?

Figure -1.3: Good confidence landmarks

Figure -1.4: Poor confidence landmarks
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Masking Idea
3

Fig. 2. Overlap-tile strategy for seamless segmentation of arbitrary large images (here
segmentation of neuronal structures in EM stacks). Prediction of the segmentation in
the yellow area, requires image data within the blue area as input. Missing input data
is extrapolated by mirroring

output. A successive convolution layer can then learn to assemble a more precise
output based on this information.

One important modification in our architecture is that in the upsampling
part we have also a large number of feature channels, which allow the network
to propagate context information to higher resolution layers. As a consequence,
the expansive path is more or less symmetric to the contracting path, and yields
a u-shaped architecture. The network does not have any fully connected layers
and only uses the valid part of each convolution, i.e., the segmentation map only
contains the pixels, for which the full context is available in the input image.
This strategy allows the seamless segmentation of arbitrarily large images by an
overlap-tile strategy (see Figure 2). To predict the pixels in the border region
of the image, the missing context is extrapolated by mirroring the input image.
This tiling strategy is important to apply the network to large images, since
otherwise the resolution would be limited by the GPU memory.

As for our tasks there is very little training data available, we use excessive
data augmentation by applying elastic deformations to the available training im-
ages. This allows the network to learn invariance to such deformations, without
the need to see these transformations in the annotated image corpus. This is
particularly important in biomedical segmentation, since deformation used to
be the most common variation in tissue and realistic deformations can be simu-
lated efficiently. The value of data augmentation for learning invariance has been
shown in Dosovitskiy et al. [2] in the scope of unsupervised feature learning.

Another challenge in many cell segmentation tasks is the separation of touch-
ing objects of the same class; see Figure 3. To this end, we propose the use of
a weighted loss, where the separating background labels between touching cells
obtain a large weight in the loss function.

The resulting network is applicable to various biomedical segmentation prob-
lems. In this paper, we show results on the segmentation of neuronal structures
in EM stacks (an ongoing competition started at ISBI 2012), where we out-

Figure -1.5: Segmentation problem input and output. 1

1”U-net: Convolutional networks for biomedical image segmentation.” — Ronneberger el
at., MICCAI 2015
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Figure -1.6: Attention to the interested area.
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Figure -1.7: Attention to the interested area.
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Masking Block
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Figure -1.8: Masking Block with depth = 3.

The depth of Masking Block is dynamically changed by the spatial size of the
input feature map.
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Residual Masking Network

Input	Image

A:	0%
D:	0%
F:	0%
H:	99.9%
Sa:	0%
Su:	0%
N:	0%

p d p d

Figure -1.9: Residual Masking Network Overview.
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Datasets

FER2013

• 35,887 gray-scale images

• W×H: 48×48

• In-the-wild

• Widely used

VEMO

• 36,470 RGB images

• W×H: Varied

• In-the-wild

• Vietnamese focused
Figure -1.10: Example images
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Evaluation results on FER2013

Table -1.1: Results of reproduced
training models on FER2013

Name Acc (%)

VGG19 70.80

ResAttNet56 72.63

Densenet121 73.16

Resnet152 73.22

Cbam resnet50 73.39

ResMaskingNet 74.14

Table -1.2: Compare with reported
results. 1

Name Acc (%)

Human Accuracy [1] 65 ±5

DNN L Reg [2] 66.40

DL-SVM [3] 71.16

CNN–SIFT 73.40

CNNs, BOVW, local SVM 75.42

Ensemble 8 CNNs [6] 75.20

ResMaskingNet + 6 76.82 2

1There is no space left, citations can be found in the dissertation.
2Ensemble the Residual Masking Network with 6 other CNNs.
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Evaluation results on FER2013
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Figure -1.11: CM of RMN on FER2013
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Figure -1.12: Failure cases
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Evaluation results on VEMO

Table -1.3: Results on VEMO

Name Acc (%)

ResAttNet56 60.82

Resnet18 63.94

Resnet34 64.84

ResMaskingNet 65.949
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Figure -1.13: CM of RMN on VEMO.
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Visualization

Figure -1.14: Landmark → Image → Before 3rd masking layer → After 3rd masking
layer



20

Facial Expression
Recognition using
Residual Masking

Network

Luan Pham,
Huynh Vu, Tuan

Anh Tran

Faculty of CS and CE
Bach Khoa University

VNU-HCM,
&

Cinnamon AI

Demo

Figure -1.15: National Assembly deputies visit Ho Chi Minh Mausoleum
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Demo

Figure -1.16: Dung and Ha Lan are on Honda with Happy face - Image from Mat
Biec movie
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Demo

Figure -1.17: Dudley being angry -
Harry Potter movie

Figure -1.18: A Vietnamese actress
being sad
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Summary

• Masking Idea can be used to help CNNs focus to regions of interest
without facial landmarks.

• The proposed method - Residual Masking Network with Masking Idea, can
produce competitive results in FER problem, ensemble with other CNNs
can produce state-of-the-art result.

• Create VEMO dataset, the first novel one that supports recognizing facial
expression of Vietnamese.
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Thanks for listening
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Questions?
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Evaluation results on FER2013
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Figure -1.19: Confusion Matrix of Residual Masking Network on FER2013 dataset
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Residual Masking Block

layer	T

input..feature

output..feature

masking
block	M

Figure -1.20: Residual Masking Block.

Given input feature x ,
with i is spatial index, c is channel
index.

• t = T (x)

• m = M(t)

• bi ,c = (1 + mi ,c) ∗ ti ,c
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