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Semantic segmentation

Semantic segmentation consists of a pixel-wise classification of the input data 
according to a given set of classes of interest (e.g. floor, table, bed)

(a) RGB                        (b) Depth                       (c) Labels
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Contributions

In this work we investigate how to combine the two approaches:

• Analysis of different configurations to embed hand-crafted features in a deep
learning networks such as FuseNet;

• Study of the potential of 3DEF hand-crafted features in DL networks;

• Possibility to shrink a DL network without reducing performance by exploiting
additional information.

Deep learning (DL) architectures

• high-end GPUs
• end-to-end training

• large training data

3D Entangled Forest classifier (3DEF)

• fast and runs on CPU
• hand-crafted features + classification

• less training data than DL
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3D Entangled Forest

3DEF classifier relies on a preliminary over-segmentation in clusters 
and the computation of two types of hand-crafted features:

• Unary features, describe cluster information (e.g. color);

• Entangled features, describe relations between clusters  to 
consider also information in the space domain.

3DEF features represent cluster information, not pixels as in FuseNet architecture; 
to obtain a similar representation we redefined 3DEF features in a 2D space
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Configurations
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Configurations
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Experimental results

Experiments on NYU Depth v2 dataset with 13 and 40 classes mapping:

• Slightly better performance than FuseNet using 3DEF features

• Improved loss function convergence
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Experimental results

• Larger improvements considering reduced configurations
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Conclusions

• We investigate how to integrate hand-crafted features in a deep learning
model proposing different fusion strategies;

• Larger improvements when considering reduced configurations;

• Entangled features can be used to obtain lighter state-of-the-art models, 
with lower computational cost.
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