
Prior Knowledge about Attributes:
Learning a More Effective 

Potential Space for Zero-Shot 
Recognition

C h u n l a i  C h a i

Z h e j i a n g  G o n g s h a n g  U n i v e r s i t y  H a n g z h o u ,  C h i n a  c c l @ m a i l . z j g s u . e d u . c n

Yu k u a n  L o u

Z h e j i a n g  G o n g s h a n g  U n i v e r s i t y  H a n g z h o u ,  C h i n a  l o u y u k u a n @ g m a i l . c o m

S h i j i n  Z h a n g

Z h e j i a n g  G o n g s h a n g  U n i v e r s i t y  H a n g z h o u ,  C h i n a  z h a n g s h i j i n 0 3 0 4 @ g m a i l . c o m  

M i n g  H u a  

O a k l a n d  U n i v e r s i t y  S t a t e  o f  M i c h i g a n ,  U S  m i n g @ o a k l a n d . e d u



1. INTRODUCTION
  Zero-shot learning (ZSL) aims to recognize 
unseen classes accurately by learning seen 
classes and known attr ibutes, but correlat ions in 
attr ibutes were ignored by previous study which 
lead to classi f icat ion results confused. To solve 
this problem, we bui ld an Attr ibute Correlat ion 
Potent ial  Space Generat ion (ACPSG) model 
which uses a graph convolut ion network and 
attr ibute correlat ion to generate a more 
discr iminat ing potent ial  space. Combining 
potent ial  discr iminat ion space and user-def ined 
attr ibute space, we can better classi fy unseen 
classes. Our approach outperforms some exist ing 
state-of- the-art  methods on several benchmark 
datasets, whether i t  is convent ional ZSL or 
general ized ZSL.   An illustrative diagram of semantic attributes 

correlation. It can be seen from the figure that 
if an animal has a certain attribute, it is likely to 
also have an attribute related to it; otherwise, it 
is likely not to have an attribute not related to it.



2. RELATED WORK
● A. Zero-Shot Learning 

  According to previous research, there are three types of models in ZSL: (1) Class-
Inductive Instance-Inductive sett ing, i t  means training the model using only the trainable 
instances and the set of seen labels, (2) Class-Transductive InstanceInductive sett ing, 
This means to train models using trainable instances and a set of seen labels, as well as 
a set of unseen labels. (3) Class-Transductive Instance-Inductive sett ing, i t  means to 
train the model using trainable instances and seen label sets, as well as unseen label 
sets and corresponding unlabeled test sets. 



● B. Graph Neural Networks

  Graph convolution was first proposed to extend CNN to graphs and to directly process 
graph-type data. CNN generally acts on Euclidean space, and cannot directly act on 
nonEuclidean space. Many important data sets are stored in the form of graphs in reality, 
such as social network information, knowledge map, protein network, the World Wide Web 
and so on. The form of these graph networks is not l ike an image. It is composed of a 
neatly arranged matrix but is unstructured information. CNN cannot be used for feature 
extraction, but graph convolution can be applied here. 

  The core of graph convolution is that each node in the graph is affected by neighbor 
nodes and further points at any t ime, so it constantly changes its state unti l  the f inal 
balance. The nodes closer to the target node have a greater influence on the target node. 
GCN has subtly designed a method for extracting features from graph data so that we can 
use these features to perform node classif ication, graph classif ication, and edge 
prediction on graph data. It is versati le that we can get embedded representations of 
graphs in this way.



● C. AutoEncoder

  An autoencoder is an unsupervised neural network model. It can learn the hidden 
features of the input data, which can be called encoding. At the same time, the new input 
features can be used to reconstruct the original input data, which is called decoding. 
Intuit ively, auto-encoders can be used to reduce the feature dimension is similar to 
principal component analysis, but i ts performance is stronger than PCA. This is because 
neural network models can extract more eff icient new features. In addit ion to feature 
dimensionality reduction, new features learned by the autoencoder can be input into a 
supervised learning model, so the autoencoder can be used as a feature extractor. As an 
unsupervised learning model, autoencoders can also be used to generate new data that is 
different from the training samples, such as variational autoencoders.



3. OUR MODEL
● We solve th is  problem by graph convolut ional  networks(GCN) ,  

GCN uses the corre lat ion between c lass nodes and semant ic  
at t r ibute nodes to generate a la tent  space to help ident i fy  
unseen c lasses.  Before th is  research,  the b ipar t i te  graph has 
been used to represent  the corre lat ion between ZSL nodes,  as i t  
is  shown in r ight  f igure,  but  the b ipar t i te  graph ignores the 
corre lat ion in semant ic  at t r ibute nodes.  We propose a new graph 
model  to replace the b ipar t i te  graph,  cover ing the corre lat ion 
between semant ic  at t r ibute nodes,  thus generat ing bet ter  
potent ia l  space.  A new ZSL f ramework cal led At t r ibute 
Corre lat ion Potent ia l  Space Generat ion (ACPSG) model  consists 
of  two parts,  the f i rs t  par t  generates la tent  d iscr iminat ion 
at t r ibute space f rom GCN, the second part  maps the v isual  
features of  the unseen c lasses into userdef ined at t r ibute space 
and latent  d iscr iminat ion at t r ibute space through an 
autoencoder .  In  the end,  combining mul t ip le spaces,  we can 
consider  both the UA and LA spaces to per form ZSL predict ion.



  Overall illustration of the framework proposed in this paper. At the first stage, we added the 
correlation between attributes as a prior knowledge, using a graph convolution model to 
generate a latent discernment space. In the second stage, we use autoencoders to map 
visual features into multiple spaces and learn a reliable decoder.



4. EXPERIMENTS
● Conventional Zero-Shot Learning

  we evaluated our model in detail on three benchmark datasets (AwA2, CUB, aPY). 
Experimental results show that model performs well and outperforms some advanced 
models in some results.



● Generalized Zero-Shot Learning

  we tested our model on three benchmark datasets, i t  shows a good performance on 
AwA2 and CUB, But not so good on aPY, we guessed that i t  was caused by the 
insuff icient f ine-grained of the learned distribution. But in general, our model has good 
generalization capabil i ty.



5. CONCLUSION
●   In th is  paper,  we put  forward the concept  of  at t r ibute corre lat ion in ZSL,  and explore the corre lat ion in 

at t r ibute nodes,  i t  makes at t r ibute nodes are in terre lated rather  than iso lated.  To use at t r ibute corre lat ion as a 
pr ior  knowledge of  ZSL,  we propose the ACPSG model  to make fu l l  use of  the corre lat ion between nodes.  
Speci f ica l ly,  our  model  learns mul t ip le spaces that  are more d iscernib le than the or ig inal  space.  Using th is  
method,  we integrated at t r ibute corre lat ion into the ZSL model  successfu l ly.  Besides,  we have done a lo t  of  
exper iments to ver i fy  the effect iveness of  our  model .  

●   In  essence,  the graph-based approach a ims to model  the interact ion in ent i t ies.  In  our  model ,  c lasses and 
at t r ibutes are regarded as d i fferent  nodes in the graph,  and edges are used to descr ibe the corre lat ion between 
the nodes so that  the st ructura l  in format ion between the var ious nodes is  fu l ly  ut i l ized.  From al l  in format ion we 
discussed,  we use the graph convolut ional  networks to generate a more effect ive space for  potent ia l  
d iscr iminat ion.                 

●   In  real i ty,  we combine the latent  d iscr iminat ing space and the user-def ined space into mul t ip le spaces.  We 
t ra in the samples so that  the v isual  features of  the samples are mapped into mul t ip le spaces,  and the same 
c lass is  c lustered together and d ist r ibuted reasonably.  

●   There are st i l l  many chal lenges in zero-sample learning.  In the future,  we wi l l  cont inue to develop ZSL models 
that  based on graphs and at t r ibutes to g ive model  bet ter  per formance and general izat ion.


