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Single image super-resolution(SISR)

▪ Creates a clearer high-resolution image from a single low- resolution image

▪ Used as a pre-processing step of various tasks

> medical image analysis, security image processing, etc.
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Neural architecture search (NAS)

▪ Neural Networks are hard to design

(operation types, layer numbers, information flows, etc.)

▪ There is no standard way to design Neural Network

▪ The goal of Neural architecture search is to train deep neural network that proposes 
optimal network for certain task



Neural architecture search (NAS)
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Proposed algorithm (DeCoNASNet)

▪ Construct DeCoNASNet search space from residual dense network (RDN) 
baseline

> consist of SFENet, DeCoNet, UPNet

> DeCoNet contains Densely Connected Block (DNB) and feature fusion

> use periodic shuffling layer to upsample low-resolution feature 



Proposed algorithm (DeCoNASNet)

▪ Constructed example of controller sequence and DeCoNASNet



Proposed algorithm (DeCoNASNet)

▪ Training parameters of child network

> we use adam optimizer to minimize

▪ Training parameters of controller by REINFORCE algorithm

> we propose complexity-based penalty added to the reward signal in 
REINFORCE algorithm 

> maximize expected reward calculated with complexity-based penalty and 
PSNR of validation dataset



Experimental results

▪ Quantitative results for 2 SR task to public benchmark datasets 



Experimental results

▪ Qualitative comparison of conventional methods and ours
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