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Existing works on GCN have made some progress, however, one of their limitations is that the design of 
Adjacency Matrix (AM) as GCN input requires domain knowledge and such process is cumbersome and 
error-prone. 
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A fixed Adjacency Matrix is generally designed as binary values (i.e., ones and zeros) which can not
reflect the real relationship between nodes.
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Overview of proposed algorithm. For GCN, the adjacent relationship of the graph has the most
direct impact on the performance of the algorithm. The existing algorithms solve definition of the
adjacency matrix by using a binary value (If two nodes are adjacent, the value is denoted as 1,
otherwise 0.). However, each node contributes differently to its neighbors, so, we propose an
automatic optimized matrix based on node entropy to improve the performance of GCN.
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Illustration of the optimized
matrix. Fig. 1(a) is the sample
distribution from Cora dataset.
The blue rectangular block in Fig.
1(b) represents that all 200
nodes are initialized to 1. Fig. 1(c)
is the optimized matrix by
Section III-C. The horizontal and
vertical coordinates represent
nodes’ positions, and different
colors represent the new weights
after network optimization.

Fig. 1
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Our goal is to exploit the modeling method to optimize the
value of the adjacency matrix in GCN. The Adjacency Matrix in
most of existing works utilizes a binary value to represent the
edge weight, which cannot fully reflect the real relationships
between the adjacent nodes. Therefore, we first propose a
method to find a better Adjacency Matrix and it does improve
the performance of GCN. In this section, we do:
• What do we optimize in GCN ?

Adjacency Matrix: !
• How do we search the value of matrix in continuous space ?

Deep Deterministic Policy Gradient 

• How to update the policy generating matrix value ?
Node entropy
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The illustration of calculating the node
information entropy between nodes. n
represents the number of nodes around node A.
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Introduction for datasets: Protein-Protein Interaction (PPI)
dataset consists 24 graphs corresponding to different
human tissues, which is used for inductive learning. The
rest three datasets in the Table I are mainly utilized in
transductive task.

Table I
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In this experiment, we use Adam as the optimizer, and the
learning rate is set as 0.01. Elements of the adjacency matrix
are initialized as 1 if the respective two nodes have an edge in
the original graph otherwise set as 0, which remain fixed during
training process.

The proposed algorithm applies L2 regularization with l =
0.0005. Using GCN-64 (2 layers for GCN) as the backbone to
train a meta- model.
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• Our method in this paper performs better in the transductive learning (semi-

supervised) task.

• In the long run, the proposed approach is superior to the hand-crafted adjacency

matrix. Our method is an end- to-end algorithm, and without human intervention in

the process of matrix generation, and the size of the input matrix can be in any

dimension.

• The effect of the proposed method partly depends on the accuracy of the meta-

model since we initialize the weights by that. The meta-model from Citeseer dataset

starts with a low accuracy and that is the reason why the Citeseer dataset performs

worse compared with the other two datasets.
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Contributions

•In this paper, we develop an end-to-end optimal algorithm to define the input Adjacent Matrix without

human intervention.

•We find the relationship between entropy value and matrix. To that end, we are the first to propose a

calculation approach (node information entropy) to update the matrix during the training process.

•Our method achieves or matches state-of-the-art performance on two popular datasets: Cora and Pubmed.
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