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Lip Sync  “rewrite” the lip motions on a target video clip 

based on the given speech content.
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Two main problems

 Quality: Resolution, Visual

consistency,  Natural 

appearance

 Efficiency: Training, 

Inference
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Our Solution

1. A pair of Temporal Convolutional Networks(TCN) learning the 

seq-to-seq mapping from audio signals to lip motion

2. An image-to-image translation-based neural rendering model

converts synthetic face maps to high-resolution and photorealistic 

video frames





1. Learning Audio-to-Mouth Mapping



2. Neural Rendering



Experiments:  Audio-to-Mouth stage



Experiments: Rendering stage



Thanks for watching our presentation!

If you are interested in our work, please contact

zrb915@gmail.com


