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[CLS] token embedding

- [CLS] token summarizes the information from 
other tokens via a self-attention mechanism

- The most straightforward sentence embedding

- Can be further optimized while fine-tuning the 
downstream task
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Pooled token embeddings

- Make fixed-length sentence vector by              
(1) averaging the token embedding output      
(2) max pooling

- Works like a pooling layer in a convolutional 
neural net



Sentence-BERT (SBERT)

- Reimers & Gurevych

- Siamese network structures

- Average-pools a pair of the BERT embeddings
to fixed-size sentence embeddings

- Using cosine similarity to derive semantically 
meaningful sentence embeddings

BERT/ALBERT

SA

BERT/ALBERT

SB

cosine-sim(SA, SB)

MSE Loss

Sentence A Sentence B

Average Pooling Average Pooling

Sentence-ALBERT (SALBERT)

- Based on ALBERT

- Same Siamese networks as SBERT



CNN-SBERT

- Employ a CNN architecture 
instead of average pooling to 
make fixed-size sentence vectors

- Convolutional layers with the 
hyperbolic tangent activation 
function interlaced with pooling 
layers

CNN-SALBERT



Semantic Textual Similarity

Natural Language Inference

- Evaluate the similarity between two sentences (regression task)

- Semantic Textual Similarity benchmark (STSb)

- Determine whether a “hypothesis” is true (entailment),  false (contradiction), or 

undetermined (neutral) given a “premise”

- Stanford Natural Language Inference (SNLI) corpus

- Multi-Genre Natural Language Inference (MultiNLI) corpus





- This paper presents an evaluation of BERT and ALBERT sentence embedding 
models on Semantic Textual Similarity (STS)

- Knowing limitations of the [CLS] token vector, we adopt Siamese network 
architecture by Reimers & Gurevych for BERT and ALBERT

- Developed a CNN architecture that takes in the token embeddings to 
compute a fixed-size sentence vector 

- CNN architecture improves ALBERT model up to 8% in Spearman’s rank 
correlation

- Despite significantly fewer model parameters, ALBERT sentence embedding 
is highly competitive to BERT in downstream NLP evaluations


