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Detection of GAN-generated images

Problem
• Images generated by GANs can be very realistic

Goal
• To detect whether a picture is a natural one or it has been generated by a neural network
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• GAN images may have different statistics from natural images

• Benford’s Law can capture these traces

• Given a natural image (JPEG compressed), compute the first digit (FD) of quantized DCT coefficients. It is 
known that distribution of the FDs follows Benford’s law.

Main idea

JOURNAL OF LATEX CLASS FILES, VOL. 14, NO. 8, AUGUST 2015 2

to Benford’s law [27]: as a matter of fact, this work investigates
whether this property can be used for the detection of GAN-
generated images.

The current paper investigates some statistical properties of
GAN-generated images and analyzes how these can be used
to identify them in a generalized way. The reported analysis is
then exploited to design a GAN image detector which proved
to be extremely accurate with a limited computational effort.
More precisely, we verify that Benford’s law is not verified
for GAN images, and we propose a set of related features that
could highlight this unfitting for an analyzed digital image.
A simple supervised learning framework is then proposed
to detect if an image is natural or GAN-generated from the
extracted features.

This solution is evaluated on an image corpus made avail-
able by the authors of [28]. Specifically, we make use of more
than 200 000 GAN-generated images obtained through two
different architectures trained on 15 different tasks on different
datasets. Results show that there is a trade-off between the
chosen size of the proposed feature vector and the achieved
accuracy. As a matter of fact it is possible to either use a
compact feature vector to obtain results comparable with the
state-of-the-art, or a larger feature vector that allows improving
against the more recent solutions proposed in the literature.
This flexibility makes the proposed solution particularly suit-
able also for low-power devices not equipped with an advanced
Graphics Processing Unit (GPU), which might still need to
detect whether images are fake or not (e.g., smartphones,
tablets, etc.).

The rest of the paper is structured as follows. Section II
contains some background on Benford’s law use in image
forensics, and provides an overview of forensic detectors tai-
lored to GAN-generated data detection. Section III motivates
the use of descriptors related to Benford’s law. Section IV
introduces the formal problem formulation, and reports all the
details of the proposed detection solution. Section V describes
the experimental setup and discusses all the achieved results.
Finally, Section VI concludes the paper.

II. BACKGROUND

Benford’s law, which is also known as First Digit (First
Digit (FD)) law or Significant Digit law, concerns the statisti-
cal frequencies of the most significant digits for the elements
of a real-life numerical set. More precisely, the rule states
that, given a set of measurements for some natural quantities
(e.g., population of cities, river length, or stock prices, etc.),
the statistics of their FD follows the distribution depicted in
Fig. 1 and described by the equation

p(d) = log10
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where d is the FD in base 10 (a generalized version of
the curve is going to be described in Section IV). This has
been empirically-observed over a vast range of natural quan-
tities [29], but it is also possible to prove it in closed form for
many exponentially-decreasing probability distributions [30].
It has also been observed that this rule is not well-fitted by
FD statistics from altered data: whenever numbers are changed
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Fig. 1: Benford’s law FD Probability Mass Function (pmf)
considering base 10 for FD computation.

according to some selective strategies, FD frequencies deviate
from their theoretical values [31]. As a consequence, this proof
has been used as supporting evidence for detecting falsified
accounts, fake financial reports, and frauds [32].

This property has been largely exploited in multimedia
forensics to detect image tampering. In fact, natural image
DCT coefficients can be typically modeled by a Laplacian-
like1 distribution [33], which naturally follow Benford’s law,
and for this reason, the mentioned rule can be successfully
used in image forensic applications [34].

A well-known application of Benford’s law in forensics
is the study of JPEG compression traces [35]: the authors
propose using such rule to verify if an image has been JPEG
compressed once or twice. Milani et al. [23] exploit FD’s
features to detect multiple JPEG compression. In doing so, the
authors also show the Benford’s law features to be resilient
to some image transformations like rotation and scaling.
Pasquini et al. [22] address the multiple JPEG compression
detection problem by means of Benford-Fourier analysis. The
same authors also investigate traces of previous hidden JPEG
compression in uncompressed images [36]. In both works, the
authors specifically focus on a theoretically motivated detector
that does not need any training phase.

This rule has also been successfully applied to other forensic
problems. As an example, in [37], the authors show that it is
possible to leverage FD distribution to estimate the so-called
“processing age” of image, i.e., a quantity that comparatively
measures the amount of processing steps that were applied
to a given image. Alternatively, the authors of [38] apply
Benford’s law to solve image contrast enhancement detection
problem. In [39], the authors make use of this law to deal with
splicing forgery localization. Moreover, due to the widespread
Benford’s law use in multimedia forensics, also anti-forensic
techniques have been proposed [40], [41].

Another interesting application of Benford’s law in image
forensics is detecting computer graphics and computer gen-
erated images. To this purpose, Del Acebo et al. [26] model
light intensity in natural and synthetic images, concluding that
FD’s law is not followed by the latter. Makrushin et al. [25]
show how to efficiently detect morphed faces using the fitting
parameters of the Benford’s logarithmic curve as a features.

1In the past, Laplacian, Cauchy and generalized Gaussians are among the
most widely-adopted distribution for DCT coefficients of natural images.
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1. Given a query image, compute FD of quantized DCT coefficients. 

2. Compute probability distribution through histogram computation 

3. Fit theoretical Benford’s curve 

4. Use deviation between     and     as an element of the feature vector

Train a simple classifier (Random Forest) to discriminate between real and generated images

Proposed solution

DEV
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Building the feature vector

• Different feature vectors generated by combining:

• 9 possible DCT frequencies

• 5 possible JPEG quality factors (QF)

• 4 possible bases for computing the first digits

• We end up with 675 possible feature vectors (setups)

• Depending on the number of DCT coefficients, JPEG QF and bases, feature vector length can vary from 3 to 

540 elements

DCT QUANT. FD

JPEG
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Dataset

• Publicly available images from [1]

[1] F.Marra, D.Gragnaniello, L.Verdoliva, G.Poggi, “Do GANs Leave Artificial Fingerprints?” IEEE International Conference on Multimedia Information Processing 
and Retrieval (MIPR), 2019
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Results on uncompressed images

• Train a Random Forest classifier for each different setup, with Leave One Group Out policy

• Comparison with [2] and with a baseline Xception network trained for the purpose

[2] F. Marra, D. Gragnaniello, D. Cozzolino, and L. Verdoliva, “Detection of GAN-Generated Fake Images over Social Networks,” IEEE International Conference on 
Multimedia Information Processing and Retrieval (MIPR), 2018. 



On the use of Benford’s law to detect GAN-generated images POLITECNICO DI MILANO 8

ICPR 2020

8

Results on uncompressed images (2)

• The length of the feature vector can be tailored to specific needs of accuracy or time constraints
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Results on compressed images

• To investigate a more realistic scenario, we compressed the images with different JPEG QF and retrained

• Comparison with a baseline Xception network trained for the purpose
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Preliminary results on faces

• Dataset composed only by human faces:

• All faces from [1] (ProGAN, StarGAN, GlowGAN)

• Additional faces generated by recent StyleGan2

[1] F.Marra, D.Gragnaniello, L.Verdoliva, G.Poggi, “Do GANs Leave Artificial Fingerprints?” IEEE International Conference on Multimedia Information Processing 
and Retrieval (MIPR), 2019
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Conclusions

• We propose a handcrafted feature extraction pipeline to perform GAN-generated image detection

• Our method requires low computational power, and the feature vector length can be tailored to the desired 

accuracy and amount of time

• Our method can be trained when a limited set of data is available, e.g., only a few images from a brand-new GAN

• We achieve the best accuracies on uncompressed images, and we are still competitive when dealing with further 

JPEG compression

• Preliminary results on faces are promising, we need to improve on newer GAN architectures

GAN-generated images are realistic, but they still have statistical inconsistencies



Thank you!


