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Imbalance Data Classification
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• Classification is a supervised learning task.
• Learn from training data, then predict categorical classes on test data.

• The imbalanced data sets
• The number of data in some classes are extremely smaller than other 

classes.
• Widely existing in many applications, such as:

• fraud detection, disease diagnosis, oil spill detection from satellite images, etc.

• Imbalanced data significantly compromise the performance of most 
standard learning algorithms. 

Minority samples
Majority samples

Fig. Imbalanced data



Effects of Imbalance on SVM
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• SVM works well on balanced datasets. But it towards the majority class and has 
low performance on the minority on imbalanced datasets.

• SVM has two objectives:
• separating the two classes with the maximum margin
• minimizing the number of misclassifications

• Effects: Margin is maximized with low total misclassification error

Ideal 

Learned

Fig. Effects of Imbalance on SVM
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Literature

7

• The existing solutions of class imbalance classification can be roughly divided 
into two types: 
• Algorithm-level methods: Modify learners, such as adding misclassification cost or 

modified loss function
• Adaboost1, inducing the misclassification cost of the minority class to build an 

ensemble of weak learners 

• Data-level methods: Modify data distribution, create balanced dataset
• Bootstrap2, sampling dataset with replacement in each iteration

• Advantages:
• more universal as they do not rely on any specific learner
• more flexible combined with other techniques in machine learning.

1. P.  Thanathamathee and C. Lursinsap, “Handling imbalanced data sets with synthetic boundary data generation using bootstrap re-sampling and adaboost techniques,” PRL, 2013.
2. J. Han, J. Pei, and M. Kamber, Data mining: concepts and techniques. Elsevier, 2011.



Literature:  Data-level
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• Under-sampling: sample part of majority data
• Issues: probably will lose useful information by discarding the majority instances.

• Over-sampling: generate more minority data
• Issues: more frequently used in data-level methods, as do not discard examples 

and would not lose useful information for classifier. 

• Cluster-based sampling: integrate clustering algorithms with over-sampling.
• Not only classify between classes, also handle samples within classes.

• E.g. Cluster-SMOTE1 (K-means), DBSMOTE2 (DBSCAN)
• Issues: introducing additional noise because of improper and non-robust 

clustering methods.

1. Nekooeimehr and S. K. Lai-Yuen, “Adaptive semi-unsupervised weighted oversampling (a-suwo) for imbalanced datasets,” Expert Systems with Applications, 2016. 
2. D. A. Cieslak, N. V. Chawla, and A. Striegel, “Combating imbalance in network intrusion datasets.” in GrC, 2006, pp. 732–737. 



Preliminary
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• Recently, a position characteristic-aware interpolation over-sampling algorithm 
(PAIO) has been proposed to re-balance data sets.

• There are two main phases of this work: 
• 1. Cluster the minority examples and identify them into inland, borderline, 

trapped points.

The discovered 
cluster region of a 
dense minority 
class

(a) (b)

Majority samples
Inland samples
Borderline samples
Trapped samples

Reference: T. Zhu, Y. Lin, and Y. Liu, “Improving interpolation-based oversampling for imbalanced data learning,” Knowledge-Based Systems, 2020. 
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• Recently, a position characteristic-aware interpolation over-sampling algorithm 
(PAIO) has been proposed to re-balance data sets.

• There are two main phases of this work: 
• 2. Generate synthetic examples accordingly.

(a) Inland (b) Borderline (c) Trapped

Majority samples
Inland samples
Borderline samples
Trapped samples
Synthetic samples

Reference: T. Zhu, Y. Lin, and Y. Liu, “Improving interpolation-based oversampling for imbalanced data learning,” Knowledge-Based Systems, 2020. 
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Motivation
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• Issues of PAIO
• Clustering Issue: PAIO tends to group two dense minority samples into one 

cluster. 
• Leads the synthetic samples locate in majority sample. 

• Generation Issue: PAIO tries to generate synthetic points for trapped samples 
according to k-nearest neighbors
• Easily causes the points close to majority samples.

(b) Generation Issue(a) Clustering Issue

Majority samples
Inland samples
Borderline samples
Trapped samples
Synthetic samples

Reference: T. Zhu, Y. Lin, and Y. Liu, “Improving interpolation-based oversampling for imbalanced data learning,” Knowledge-Based Systems, 2020. 
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Proposed Method
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Clustering
• We employ one advanced clustering algorithm, CFSFDP, which is able to handle such 

scenario.

Majority samples
Inland samples
Borderline samples

Trapped samples

Synthetic samples

(a) Clustering adopted by PAIO1 (b) CFSFDP2 clustering

1. T. Zhu, Y. Lin, and Y. Liu, “Improving interpolation-based oversampling for imbalanced data learning,” Knowledge-Based Systems, 2020. 
2. A. Rodriguez and A. Laio, “Clustering by fast search and find of density peaks,” Science, 2014. 



Proposed Method
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Clustering
• Given a distance matrix 𝐷 = [𝑑%&](∗(, where 𝑑%& denotes the distance between the 

minority samples 𝑥% and 𝑥& . 
• For each minority sample 𝑥% compute:

• 𝜌% = ∑&:&.% 𝑒
0(

234
25
)7

(local density of minority points within a distance 𝑑8)
• 𝛿% = 𝑚𝑖𝑛&:=4>=3(𝑑%&) (distance to the closest minority point with higher density)

• CFSFDP assumes that cluster centers are defined by a high local density 
𝝆 within a relatively distance between centers.

Fig. Decision Graph the imbalance dataset: Vowel dataset



Proposed Method
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Division
• Given a set of minority examples 𝑋 = {𝑥B,⋯ , 𝑥(} and a set of clusters from 

the clustering 𝐿 = 𝐿B,⋯ , 𝐿(G , where 𝐿8 ⊂ 𝑋, 𝐿% ∩ 𝐿& = ∅ for any 𝑖 ≠ 𝑗.
• For each minority example 𝑥% compute its local density within its m-nearest 

neighbors 𝑁O(𝑥%): 
• κ 𝑥% = 𝑁O∗ 𝑥% /𝑚, 
• where 𝑁O∗ 𝑥% = {𝑥&|𝑥& ∈ 𝑁O(𝑥%) ∩ 𝐿8, 𝑥% ∈ 𝐿8 , 𝑖 ≠ 𝑗}



Proposed Method
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Division
• After clustering the minority examples, classify them into inland, borderline, 

trapped examples.
• Inland:  κ 𝑥% > ρ𝑇𝐻
• Borderline: κ 𝑥% ≤ ρ𝑇𝐻 and an inland sample exist in its 𝑁O(𝑥%)
• Trapped: κ 𝑥% ≤ ρ𝑇𝐻 and not a single inland sample exist in its 𝑁O(𝑥%)

Majority samples

Inland samples

Borderline samples

Trapped samples

Fig.  Our proposed classifying minority examples based on clustering



Proposed Method
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Generation
• After grouping the minority examples, generate synthetic points for inland, 

borderline and trapped samples, respectively.
• We follow the interpolation-based method for inland and borderline, the 

same with PAIO.
• Given a point 𝑥% and its candidate point 𝑥&, the synthetic point 𝑠 is calculated as: 

𝑠 = 𝑥% + 𝛾 𝑥& − 𝑥% , where 𝛾 is a constant vector.

• We propose a new method for tapped points to reduce noise.

Reference: T. Zhu, Y. Lin, and Y. Liu, “Improving interpolation-based oversampling for imbalanced data learning,” Knowledge-Based Systems, 2020. 

Synthetic samples

Original samples

Fig. Interpolation-based Method
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Proposed Method
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Generation for inland and borderline
• For inland minority example 𝑥%, its candidate point 𝑥& chosen from the same 

cluster 𝑳𝒄\ 𝒙𝒊, where 𝑥% ∈ 𝐿8 .
• For borderline minority example 𝑥%, its candidate point 𝑥& chosen from 𝑘Oc&

nearest majority neighbors 𝑵𝒎𝒂𝒋(𝒙𝒊).

Majority samples

Inland samples

Borderline samples

Trapped samples

Synthetic samples

(a) Interpolation for Inland (b) Interpolation for Borderline



Proposed Method
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Generation for trapped
• We propose to learn the safe boundary of trapped samples to generate 

synthetic points with following hypothesis:
• The embedding vectors of synthetic instances should be more similar to its 

corresponding trapped instance, than to any other majority instance. 

(b) Our proposed safe boundary(a) Interpolation proposed by PAIO

Majority samples

Trapped samples

Inland samples

Borderline samples

Synthetic samples

Reference: T. Zhu, Y. Lin, and Y. Liu, “Improving interpolation-based oversampling for imbalanced data learning,” Knowledge-Based Systems, 2020. 
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Generation
• We propose to learn the safe boundary of trapped samples to generate 

synthetic points with following hypothesis:
• We define a partial loss 𝑙 for a synthetic instance 𝑠 as follows: 

𝑙 = max 0, 2 − max
no∈p

𝜙 𝑡s, 𝑠 − max
Os∈t

𝜙 𝑚s, 𝑠

Fig. Our proposed safe boundary

Majority samples

Trapped samples

Inland samples

Borderline samples

Synthetic samples



Proposed Method
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Contribution
• Clustering

• We employ CFSFDP clustering algorithm to alleviate improper clustering in 
PAIO.

• Generation
• We propose to learn the safe boundary of trapped samples to avoid 

noises.

1. T. Zhu, Y. Lin, and Y. Liu, “Improving interpolation-based oversampling for imbalanced data learning,” Knowledge-Based Systems, 2020. 
2. A. Rodriguez and A. Laio, “Clustering by fast search and find of density peaks,” Science, 2014. 
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Experiment
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• Data sets:
• Five classical Imbalanced data sets from UCI repository

• Compared with other nine oversampling algorithms:
• ROS
• SMOTE1 and its variant: safe-SMOTE2

• MWMO3

• SMOM4

• INOS5

• MDO6

• RACOG7

• PAIO8

• Use two classical classifiers: Linear SVM and C4.5 decision tree 



Data # I # B # T # SI # SB # ST

Pima 135 12 9 135 57 76

Ecoli 43 12 9 69 68 761

Vowel 88 2 0 580 302 0

Yeast 10 14 57 72 180 1012

AB1 0 0 99 0 0 3930

Experiment
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Data sets:

• Description of inland, borderline and trapped and generated synthetic samples 

Data # Min class # Maj class # Min 
examples

# Maj 
examples

# numeric 
features

Imbalance 
ratio

Pima 1 1 268 500 8 1.866

Ecoli 5 3 64 272 7 4.25

Vowel 1 1 90 900 8 10

Yeast 2 8 81 1403 8 17.32

AB1 2 26 99 4078 7 41.19



Experiment 
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Metrics
• Precision and Recall

• Precision = TP/(TP+FP)
• Recall = TP/ (TP+FN)

• F1-score: harmonic mean between precision and recall

• F1-score = ]∗uvw8%x%y(∗vw8czzuvw8%x%y({vw8czz
• G-mean: balance between the classification performance on both the majority 

and minority samples

• G-mean = |}
p~{��

∗ p�
p�{�~

• AUC: area under the receiver operating characteristics curve



Experiment
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• F1-score, G-mean, and AUC values of all the oversampling methods on each 
numerical imbalanced dataset using linear-svm. 



Experiment
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• F1-score, G-mean, and AUC values of all the oversampling methods on each 
numerical imbalanced dataset using C4.5 decision tree. 



Experiment
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Summary
• In terms of F1-score, our PABIO achieves the best results of all five data sets, 

either classified by linear SVM or decision tree. 
• In terms of G-mean, our PABIO outperforms most of the five data sets. 

• Both high precision and recall

• In terms robustness:
• Vowel dataset: no trapped example

• Our proposed PABIO discovers more dense minority groups, which generates 
synthetic inland samples safely.

• Abalone dataset: only has trapped examples
• Our proposed PABIO learns safe boundary of interpolation, which can expand the 

minority region effectively and not introduce additional noise points. 



Experiment

30

Hyperparameters
• To compare our proposed algorithm with PAIO,  we adopt the recommended 

values of the common parameters in it.
• The number of nearest neighbors m = 8
• The density threshold to divide minorities 𝜌𝑇ℎ = 0.5
• The number of majority nearest neighbors to generate synthetic borderline 

samples 𝑘Oc& = 0.5



Experiment
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Hyperparameters
• Our proposed PABIO oversampling depends on the clustering of minorities, 

thus the cut-off distance: 𝑑8 of the clustering algorithm is crucial.
• The value range of 𝑑8 is from 4% to 10%.

• Findings: Most of the five datasets have several the same F1-score, as if 𝑑8
falls into an appropriate range, it would result in the same clustering result, 
further, the same F1-score.

Table. F1-score of Proposed PAIO Classified By Linear-SVM Varying Cut-off Distance. 
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Future Work
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• Integrate proposed oversampling e.g. PABIO with data cleaning, additional 
classifiers, or classifier ensembles etc.
• The majority class has the main concept of data, may also includes noise examples. 

• Integrate oversampling with the existing under-sampling.
• Propose cluster-based under-sampling to identify overlapping borderline examples.

• Extend proposed oversampling on data sets mixed with numerical and 
categorical variables.
• Distance metrics between categorical variables.
• Interpolate meaningful synthetic categorical variables.

• Evaluate proposed oversampling on biological datasets, which usually have 
extreme high imbalance ratio, such as 10,000: 1.



Reference

34

1. N. V. Chawla, K. W. Bowyer, L. O. Hall, and W. P. Kegelmeyer. SMOTE: synthetic minority over-sampling technique. J. Artif. Int. Res. (JAIR), 
16:321–357, 2002. 

2. C. Bunkhumpornpat, K. Sinapiromsaran, and C. Lursinsap. Safe-level-SMOTE: Safe level synthetic over-sampling technique for handling 
the class imbalanced problem.  In Proc. PAKDD 2009, volume 5476 of Springer LNAI, pages 475–482, 2009. 

3. S. Barua, M. M. Islam, X. Yao, and K. Murase, “Mwmote–majority weighted minority oversampling technique for imbalanced data set 
learning,” IEEE TKDE, vol. 26, no. 2, pp. 405–425, 2012. 

4. T. Zhu, Y. Lin, and Y. Liu, “Synthetic minority oversampling technique for multiclass imbalance problems,” Pattern Recognition, vol. 72, pp. 
327–340, 2017.

5. L. Abdi and S. Hashemi, “To combat multi-class imbalanced problems by means of over-sampling techniques,” IEEE TKDE, vol. 28, no. 1,pp. 

238–251, 2015.
6. H. Cao, X.-L. Li, D. Y.-K. Woon, and S.-K. Ng, “Integrated oversampling for imbalanced time series classification,” IEEE Transactions on 
7. Knowledge and Data Engineering, vol. 25, no. 12, pp. 2809–2822, 2013. [34] B. Das, N. C. Krishnan, and D. J. Cook, “Racog and wracog: 

Two probabilistic oversampling techniques,” IEEE transactions on knowledge and data engineering, vol. 27, no. 1, pp. 222–234, 2014. 
8. T. Zhu, Y. Lin, and Y. Liu, “Improving interpolation-based oversampling for imbalanced data learning,” Knowledge-Based Systems, vol. 187, 

p. 104826, 2020. 



Thank you!
35


