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Motivation
• One of the main challenges of visual question answering (VQA) lies in properly 

reasoning relations among visual regions involved in the question. 

• We not only need to recognize objects that 

related to the question, but also reason 

relationships among them. 

• For example, the second picture in the second 

line has trees and a bear, however, the bear is 

not in the tree.



Proposed Method

• The network design of the proposed method consists of four modules: (a) Feature 

extraction, (b) Regional attention, (c) Relational reasoning, (d) Multimodal fusion.



Feature Extraction

• The input of VQA task consists of two parts: an image and a text question.

• Image -> K×2048-vectors            Question -> q (2048-vector)



Regional Attention

• Consists of a soft attention module and

a hard attention module.

• Select informative regions of the image

according to informative evaluations

implemented by question-guided soft

attention.



Relational reasoning

• Extract question based relational

information among regions.

• In different scales.

• Multi-scale mechanism makes it

sensitive to numbers.



Multimodal fusion

• Multimodal fusion runs through three phrases. 

• Question-guided.



Experiment Results
• Our proposed architecture is effective and achieves competitive result on VQA v2.
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