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1. ABSTRACT

» The development of deep learning is slow in magnetic resonanceimage (IMRI)
segmentation of normal brain tissues.

» Contributions of our paper:
(1) We propose a new architecture, Binary Channel Attention U-Net (BCAU-Net), byAIRtredticing
a novel Binary Channel Attention Module (BCAM) into skip connection of U-Net, whiChican take
full advantages of the channel information extracted from the encoding path and
corresponding decoding path.

(2) Spatial pyramid pooling (SPP) modules with different pooling operations are usedd
(3) We verify this model on two datasets including IBSR and MRBrainS18, and obtain better

performance on MRI brain segmentation compared with other methods.



2.

»

INTRODUCTION

The precise automatic segmentation of brain tissues such as white matter (A graysmatter
(GM) and cerebrospinal fluid (CSF) of MRI is of great importance for accuratée evaluatuon of
early brain development.

Convolutional neural networks (CNNs) have been used for brain tissue segmentation:
2D U-Net:Ronneberger et al.(Ref. [1]), V-Net:Milletari et al.(Ref. [2]), 3D U-Net:(RERS]);
VoxResNet:Chen et al.(Ref. [4])

Attention mechanism has been used in medical image segmentation:
Binary version of sSE:Roy et al.(Ref. [5]), A novel attention gate(AG):Oktay ex al.(Ref. J6])
connection sensitive attention U-Net (CSAU):Li et al. (Ref. [7])

Contributions:
We propose a new architecture BCAU-Net by introducing a novel Binary Channel Attention Module (B
more precise anatomical segmentation.

Spatial pyramid pooling (SPP) [8] modules with different pooling operations are used in BCAM tg

spatial information of the feature map.



3. METHODS

» Attention Module

Squeeze-and-Excitation (SE), Spatial Squeeze and Channel Excitation (¢SE), Channel Squee
Excitation (sSE), Mixed-Supervised Dual-Network (MSDN), Convolutional Block Attention

» Binary Channel Attention Module (BCAM)
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3. METHODS

» Network Structure
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4. RESULTS

» Datasets
IBSR:18 MRI volumes (01-18 scans, size:256 X 128 X 256) and the corresponding groun
MRBrain$18: including T1-weighted, T1-IR and T2-FLAIR, seven brain MRI scans (1,4,5,7,1
size:240 X 240 X 48) with manual segmentations are provided.

» Preprocessing
registration, skull stripping, bias field correction, Gaussian smoothed method, intensity norma
Contrast-Limited Adaptive Histogram Equalization (CLAHE)

» Implementation Details
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» Evaluation Criteria
Dice coefficient [9] (DC) (higher is better), the 95th-percentile of Hausdorff distance (HD) (lo

absolute volume difference (AVD) (lower is better)
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4. RESULTS

» Experimental Results

TAEBLE 1
RESULTS OF 5-FOLD CROSS VALIDATION ON [BSR DATASET FOR DIFFERENT EXPERIMENTS ({DC:% ., HD: MM, AVD:% ). THE BEST OBTAINED RESULTS
ARE PRESENTED IN THE FIVE FOLDS FOR IBSR. BEST RESULTS ARE HIGHEST IN BOLD.

TABLE 11
RESULTS OF 5-FOLD CROSS VALIDATION ON MEBRAINS | E DATASET FOR
DIFFERENT EXPERIMENTS (DC:%, HD: MM, AVD:%). THE BEST
OBTAINED AVERAGE RESULTS ARE PRESENTED IN THE FIVE FOLDSE FOR
MEBRAINSIE. BEST RESULTS ARE HIGHEST IN BOLD.

Experiment (L Avg, DC HD» Ave. HD AVD Avg. AVD
CSF | GM | WM CSF | GM | WM CSF | GM | WM ;
| Experiment | Ave. DC | Avg. HD | Avg. AVD |
2D U-Net {Bascline) [6] | 85.19 | 90.34 | 8920 | 8824 3.0835 | 1.9665 | 2.4675 168 | 521 514 -
3D U-Net [13] 8551 | 50.58 | 2033 | 8548 30404 | 17711 | 18540 1.72 | 526 4.56 2D U-Net {Basclinc) [6]
VoxResNet [4] 7158 | 91.37 | 9023 #4.39 19.1106 | 15159 | 1.7693 184 | 4.61 a.07 3D U-Met [13]
BCAU-Net-R 8334 | 9104 | 89.77 | 33411 | 1.8781 | 22081 121 | 400 | VoxResNet [4]
BCAU-Net 8541 | 9138 | s9.78 29370 | 1.8744 | 2.0858 097 | 283 | 3,54 || BCALU-Net-R
BCAU-Net-E 8418 | 91.02 | 8969 | 8830 33655 | 1.ETIS | 21050 1.37 | 438 : BCAU-Net
BCAU-Net-E

« RCAU-Net produces better results (DC: 88.86%, HD: 2.2991mm, AVD: 3.84%) on IBSR dataset
than 2D U-Net (Baseline), with a relative improvement of 0.62% on DC, which shows the
effectiveness of BCAM block

« BCAU-Net outperforms other architectures in terms of average DC, HD and AVD on two datasets.

it help utilize the inter-channel relationship of corresponding low-level and high-level infor
to better provide more precise anatomical segmentation.




4. RESULTS

» Experimental Results
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Fig. 4. Best predicted results for different models on IBSR: (a) Label (Ground Truth), (b)
2D U-Net model, (c) 3D U-Net model, (d) VoxResNet model, (e) Our model (BCAU-Net).




5. CONCLUSIONS

» Propose a new architecture RCAU-Net by introducing a novel Binan/Channel
Attention Module (BCAM) into skip connection of U-Net, which canftakesiuil
advantages of the channel information extracted from the encoding{patirand
corresponding decoding path, it can enhance the segmentation perfefmance
by focus on the details and textures of image structures.

> To better aggregate multi-scale spatial information of the feature map, Spatial
pyramid pooling (SPP) with three pooling windows (1x1,2x2,4x4) are usediin
BCAM instead of original average-pooling and max-pooling operationst

» We verify this model on two datasets including IBSR and MRBrainSis, ar,d
obtain better performance on MRI brain segmentation compared\with other
methods.
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