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Graph Spectral Feature Learning for Mixed Data of Categorical and Numerical Type 

• Representation Learning in a heterogeneous space with mixed variables of numerical and categorical types has interesting 
challenges due to its complex feature manifold.

• Moreover, feature learning in an unsupervised setup, without class labels and a suitable learning loss function, adds to the 
problem complexity further. 

• Hence the object is finding a suitable transformation which retains important information on the mixed variables without 
distorting the data geometry 
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• Modelling the joint dependence structure of the mixed 
type of variables by a suitable representation learning 
model.

• The similarities between pairs of numerical, categorical or 
mixed variables should be directly comparable 

• The entire framework should be in an unsupervised setting 
as in majority of the real-life scenarios limited amount of 
supervised information is available

• Supervised learning causes the representation to learn 
specifics on the dataset and not generic or robust 
representations which is a concern
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Literature Survey & Prior Research - Mixed Space Representation Learning 

• Past research works are based on linear projection on the Principal component space introduced by [Pearson, 1901] or 
based on projection on a suitable Kernel space given by [Scholkopf et al., 1998] 

• Unlike such global approaches, there is a large class of methods involving locality-based manifold learning such as Local 
linear embedding [Roweis and Saul, 2000] or Isometric feature mapping [Tenenbaum et al., 2000] 

• Singular value decomposition-based approach is used to get low rank representation of the data matrix which also gives 
feature representation of the data points preserving the pairwise dissimilarities 

However, such approaches do not explicitly consider the inter-dependence structure among the categorical and continuous 
variables in a heterogeneous data.
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Overview : Graph Spectral Feature Learning of Mixed Type 
Variables

We propose a Graph Spectral Feature Learning based approach by explicitly modelling the probabilistic dependence structure 
among the mixed type of variables with a pairwise Markov model. Spectral decomposition of the Laplacian matrix provides 
the desired feature transformation 
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Problem Formulation & Definition

• Let us consider the mixed type of variables listed in the random vector X = (X(num)’, X(cat)’)ʹ of dimension p, where 

p = p1 + p2 
X(num)  à p1
X(cat)   à p2

• There are n independent p dimensional observations on the random vector X  and the data matrix D is partitioned 
into two submatrices giving observations on the numerical and categorical variables for all the data points as D = 
[D(num), D(cat)]  à 𝑝 = 𝑝1×𝑝2,  𝑝 = 𝑝1 + 𝑝2

• The main problem is to produce a feature transformation φ(.) which transforms the p dimensional mixed 
observation x(i) to φ(x(i)). 
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Methodology : Undirected Graphical Model

• We assume the components of X as vertices of an undirected graph and the edges of the graph indicate the 
conditional dependence structure among the random variables. Let’s say, the graph G = (V,E) with vertices 
V = {1,2,...,p} and edge set E. 

• The joint distribution of the random vector X is assumed to factorize as  

• For each edge (s, t) ∈ E, the function ψ(xs, xt) is a mapping of the edge to the real line. We consider a 
special case:          

where, θst ∈ R and h(xs , xt ) ∈ [−1, 1] is a known function, indicating similarity between xs and xt.

• To define the similarity function h for mixed type of variables first it is important to describe the collective 
factorization strategy which maps observations on categorical variables to a continuous dense space, so 
that the mixed type of observations are directly comparable. 
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Collective Factorization of Numerical and Categorical Space 

• The main idea behind the collective factorization is that both the categorical and numerical variables can 
be represented in a common hidden space.

• The common latent space representation of the data is done by considering a common matrix W for 
factorization of D(num) and D(cat) both,  by the following optimization problem 

• The common latent space representation is  achieved by restricting W ∈ Rn×k where k is the  common latent 
dimension and W consists of factor loadings  of latent features of both numerical and categorical variables.

• The similarity between the numerical observation x(num) and categorical observation x(cat) is measured by 
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Similarity Function for the Edge potential

• The similarity function between observations on a pair of variables is defined as follows : 

• Note that the similarity function h(.,.) is bounded in [−1,1], where -1 and +1 respectively indicate extreme 
dissimilarity and extreme similarity of observations on a pair of variable 
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Model Estimation and Pseudo Likelihood 

• The joint Pseudo log-likelihood function of the model parameters θ = {θst, s, t ∈ V } based on the observed 
data points D = [x(1),x(2),...,x(n)]ʹ is given by 

where, 

• The parameters are estimated maximizing the Pseudo log-likelihood function based on the following 
gradient update :                                                  . The gradient direction is given by : 
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Feature Transformation and Representation Learning

• The p dimensional square matrix of the model parameters are estimated maximizing the Pseudo log-
likelihood function as 

S

T
θst The conditional dependence structure among the random variables is 

estimated using a symmetric version of Θ, which is given by 

• We evaluate the graph Laplacian given by ∆ = D − Θ, where is the degree 
matrix. 

• The graph Laplacian has eigen decomposition given by                            , where                                 
are the orthonormal eigen vectors and Λ is the diagonal matrix of the eigen values 
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Feature Transformation and Representation Learning

S

T

θst

An observation on the mixed random vector X, denoted by x, is treated 
as a signal on the vertices V of the graph G and the desired feature 
transformation is given by 

This feature map can be used to represent the observations on the 
mixed variables in a dense space. 
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Numerical Investigation of the Representation Learned
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Eigen Diffusion index (α) for varying feature dimensions of the 
proposed spectral embedding feature map (in red) and naive 
principal component features (in black): 
Clockwise starting from top left: Credit Approval Dataset, 
Adult Dataset, German Credit dataset, Heart Disease Dataset 

Cluster Separability index (J) for varying number of clusters with 
naive K-means on the proposed spectral embedding features (in 
red) and actual mixed data points (in black): Clockwise starting 
from top left: Credit Approval Dataset, Adult Salary Dataset, 
German Credit Dataset, Heart Disease Dataset 



Numerical Investigation of the Representation : Comparative Performance
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Fig : Cluster quality obtained with varying dimension of the proposed feature map. The 
optimal values of RI and NMI are given in bold font. 



Numerical Investigation of the Representation : Comparative Performance
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Fig : Cluster quality obtained using different clustering techniques. Clusters based on the proposed feature map 
outperforming all the competitors are shown in bold font 
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Thank You !!! 
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