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Introduction - Imbalanced Data
• Earth not covered equally in semantically

meaningful classes

• BigEarthNet[1]: ~600000 images, 12 

multispectral channels, matched Corine Land

Cover inventory with Sentinel 2 imagery

• 43 classes (airports, urban areas, forest,

agriculture, water sides …)

• Forest ~ 40.000 samples vs. Airports ~ 60 

samples (imbalance factor ~600)

• 120 x 120 [px] images, 10 – 60 [m] Res.
                                  

 

  

  

  

  

  

  

  

  

  

   

 
  

 
  
 

  
  
  

 

           

               

[1] G. Sumbul, M. Charfuelan, B. Demir, and V. Markl, “BigEarthNet: A large-scale benchmark 

archive for remote sensing image understanding,” , IGARSS 2019 - IEEE International 

Geoscience and Remote Sensing Symposium, pp. 5901–5904. 
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Multilabel Data from Segmentation?

• Multilabel data from pixel labels results to

huge differences inside inter class

conditional probabilities

• Small regions can denote class instances

without context

• Standard Oversampling (ROS) or class

weighting schemes insufficient to deal with

these imbalances
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https://land.copernicus.e

u/pan-european/corine-

land-cover/clc-2012

CLC Segmentation Map
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Sampling and Dynamic Weighting

• Class weighted sampling (CW)

• Minority Class focused sample weights (MROS)

• Dynamic Class Weights in Loss (DCW)

           

   

   

   

   

   

   

 
  

 
  
 
 
  

 
 
 
  
  

 
  

  
  
  

One epoch of the sampling process
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Experiments - SotA
▪Upsampling of all spectral channels

▪Different ablations: 

▪ CW (Standard Class Weighting)

▪ MROS + DCW 

▪ PT (Pretraining)

[1] G. Sumbul, M. Charfuelan, B. Demir, and V. Markl, “BigEarthNet: A large-scale benchmark 

archive for remote sensing image understanding,” , IGARSS 2019 - IEEE International 

Geoscience and Remote Sensing Symposium, pp. 5901–5904. 

[18] G. Sumbul             , “    v        -attention driven system for

multi-label remote sensing image classification,”    IGARSS 2019-2019

IEEE International Geoscience and Remote Sensing Symposium,

2019, pp. 5726–5729
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Experiments – Class F1 Score

…
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Less Problem Complexity: Attributes

Airports, Complex Cultivation

Patterns, Discontinuous urban 

fabric, Industrial or commercial

units

Land principally occupied by

agriculture with significant

areas of vegetation, Non-

irrigated arable land, Pastures

[3] G. Sumbul, J. Kang, T. Kreuziger, F. Marcelino, H. Costa, P. Benevides,

          ,             , “BigEarthNet Deep learning models with

a new class-                                                   ,” January 2020 preprint
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Conclusion
▪Better detection of semantically very meaningful minority classes in multi-label remote

sensing imagery

▪ Increased Accuracy on minority classes (up to 20 %) with only minimal changes to

majority classes

▪Pre-Training on ImageNet beneficial for minority classes.

▪Better analysis on highly imbalanced multi-label data through minority agnostic metric

▪Superior classification performances for reduced set of parent classes by attribute

encoding

This work has been supported by the Deutsche Forschungsgemeinschaft

(DFG, German Research Foundation) - Project number 26966170.df


