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OVERVIEW

Handwritten text is a sparse structure, 

→We take into account these characteristics by using DefConvs in place of standard convolutions for HTR

and characters and words vary in shape, scale, and orientation
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FULL-DEFCONV HTR
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DEFCONVS ON HANDWRITTEN TEXT IMAGES



QUANTITATIVE RESULTS

IAM dataset RIMES dataset

CER WER CER WER

Full-DefConv 4,6 19,3 4,6 14,8

Shi et al. [2] 5,7 23,2 5,3 17,5

Wigington et al. [3] 6,4 23,2 2,1 9,3

Voigtleander et al. [4] – LM 8,3 27,5 4,0 17,7

Puigcerver [5] 6,2 20,2 2,6 10,7

Bluche [6] 7,9 24,6 2,9 12,6

Pham et al. [7] 10,8 32,1 6,8 28,5
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[3] C. Wigington, C. Tensmeyer, B. Davis, W. Barrett, B. Price, and S. Co-hen. Start, follow, read: End-to-end full-page handwriting recognition. In ECCV, 2018.
[4] P. Voigtlaender, P. Doetsch, and H. Ney. Handwriting recognition with large multidimensional long short-term memory recurrent neural net-works. In ICFHR, 2016.
[5] J. Puigcerver. Are multidimensional recurrent layers really  necessary for handwritten text recognition? In ICDAR, 2017.
[6] T. Bluche. Joint line segmentation and transcription for end-to-end hand-written paragraph recognition. In NeurIPS, 2016.
[7] V. Pham, T. Bluche, C. Kermorvant, and J. Louradour. Dropout improves recurrent neural networks for handwriting recognition. In ICFHR, 2014.



QUALITATIVE RESULTS
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BACKGROUND NOISE

IAM dataset RIMES dataset

Full-DefConv Shi et al. [2] Full-DefConv Shi et al. [2]

CER WER CER WER CER WER CER WER

G(0,10) 4,7 19,5 5,8 23,7 4,6 14,8 5,3 17,3

G(0,20) 5,5 22,2 6,9 26,5 4,7 15,4 5,4 18,2

G(0,30) 8,3 49,0 24,4 62,8 5,1 17,0 6,0 20,2

P(0,10) 4,8 19,8 5,9 24,0 4,6 14,8 5,3 17,4

P(0,20) 5,5 22,0 6,7 26,0 4,6 15,1 5,4 17,7

P(0,30) 10,6 33,3 13,6 41,2 4,7 15,1 5,5 18,2

[2] B. Shi, X. Bai, and C. Yao. An end-to-end trainable neural network for image-based sequence recognition and its application to scene text recognition. IEEE Trans. PAMI, 39:2298–2304, 2016.



CONCLUSION AND FUTURE DIRECTIONS

We showed that DefConvs are more suitable than standard convolutions for the 

task HTR task since they

• Can adapt to highly distorted handwritten strokes

• Are robust to background noise

→ These features make them promising for being
applied for HTR of historical manuscripts
(both from benchmark datasets and new ones that
we are currently collecting)
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