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Introduction

Skeleton-Based Action Recognition

- Without other different features
- Obtaining from RGB images or Depth cameras



Introduction

RNN based algorithm CNN based algorithm GCN based algorithm
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Neighbor joint edge Neighbor temporal edge
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2S-AGCN, Shi et al. CVPR 2019. Our proposed algorithm

Proposed algorithm



Proposed algorithm

Overall frameworks



Proposed algorithm

Reducing 
computational 

cost!

Overall frameworks

Frame Sampling



Proposed algorithm(2)

Way to make JT edges
1) Learnable parameter   2) Encoder-Decoder model

Overall frameworks

Generating various edges



Proposed algorithm

JT-MGC block ConvJT

Overall frameworks
Only at the beginning!
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Overall frameworks

1) Multiply Learnable Parameters - Dk
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Metrix for common 
JT edges

Different subjects Same JT edges
for every subjects
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1) Multiply Learnable Parameters - Dk

Dk

Metrix for common 
JT edges

Different subjects Same JT edges
for every subjects

Updating weights 
based on outputs



Proposed algorithm

Overall frameworks

2) Multiply matrix through encoder-decoder - Ek

Metrix for each 
JT edges

Different subjects Different JT edges
for every subjects

Ek



Proposed algorithm

Overall frameworks

2) Multiply matrix through encoder-decoder - Ek

Metrix for each 
JT edges

Different subjects Different JT edges
for every subjects

Ek

Updating weights 
based on outputs



Results

method CS(%)

(a)+(b) 81.5

(a)+(b)+(c) 88.5

(a)+(b)+(c)+(d) 90.4



Results

Method CS(%)

Without
shuffling

(a)+(b)+(c) 88.5

(a)+(b)+(c)+(d) 90.4

With
shuffling

(a)+(b)+(c) 13.4

(a)+(b)+(c)+(d) 8.8

JT edges give More Meaningful features!



Results

Visualization of Joint-Temporal edges

Drink water

Kicking Something
Independent edges are 

stronger than others!



Q & A


