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• Spiking neural networks (SNNs) receive widespread attention because of their low-power
hardware characteristic and brain-like signal response mechanism, but currently, the
performance of SNNs is still behind Artificial Neural Networks (ANNs). We build an information
theory-inspired system called Stochastic Probability Adjustment (SPA) system to reduce this gap.
The SPA maps the synapses and neurons of SNNs into a probability space where a neuron and all
connected pre-synapses are represented by a cluster. The movement of synaptic transmitter
between different clusters is modeled as a Brownian-like stochastic process in which the
transmitter distribution is adaptive at different firing phases. We experimented with a wide range
of existing unsupervised SNN architectures and achieved consistent performance improvements.
The improvements in classification accuracy have reached 1.99% and 6.29% on the MNIST and
EMNIST datasets respectively.
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Stochastic Probability Adjustment with Brownian-like process

Fig. 3. Real synapses and virtual synapses on timeline, and the post-synaptic potential change is caused by the superposition of multiple independent pre-synapses.

Step:

1) Create clusters with at least one neuron and their connected synapses. The release of

synaptic transmitter follows a Gaussian distribution which is the first stochastic process. Each

neuron’s type (i.e., excitatory or inhibitory) is determined by Boolean value 0 or 1.

2) To distinguish the differences between different clusters, the activities of different clusters

are the second stochastic process where we use Brownian-like motion to adaptively adjust

variances and movements.

3) The third stochastic process is a statistical OUP, which could predict network evolution.

Fig. 2. SNN mapped into probability space  

(𝛺, 𝐴, 𝑃) and synapses clusters



Fig. 5. The overall SNN balance system flowchart, where the mapping stochastic model is in the external dashed box, the specific stochastic process 

is in the internal dashed box. The control process includes self-adaptive adjustment and controlled adjustment.
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• Inspired by neuroscience, we explained the relationship between the
characteristics of neuron behaviors and parameters through algorithms, and
established a model mapping SNNs into a probability space. Based on the
experiments, our research can be further extended in many aspects. The next
step may be sparse coding of neuron connections or self-learning of SNN
architecture. After obtaining the precise characteristics of transmitter changing,
we can try more transmitter modeling other than conductance. Besides, our
method is similar to an adaptive generalized Wiener-random process, and the
Wiener process method possibly can be combined with stochastic encoding in
digital circuits to improve the performance. Combining neuroscience and
computer science is already a key point of machine learning [28], especially for
SNNs.




