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motivation

⚫ Unstructured scientific literature contains huge 

valuable information

⚫ Rate of published scientific literature is growing rapidly 

into huge dataset

⚫ Lack of metadata information extraction for existing 

tools, e.g., OCR

⚫ Scientific literature layout detection presents a solution 

of automatic construction of large corpus for 

downstream tasks of NLP 
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contributions

⚫ Consider scientific literature layout detection (SLLD) as 

object detection task of computer vision

⚫ Purpose an end-to-end learning framework based on two-

stage object detection framework Faster R-CNN

⚫ Present a novel approach to detect the main regions of 

scientific articles, and output blocks and their 

corresponding labels

⚫ Create synthesis dataset for scientific literature 

documents layout detection (SLLD) task
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Ground truth
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scientific literature layout 

detection framework
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methodology

backbone

⚫ Use pre-trained VoVnet-v2 [Huang et al., 2017] on 

MS COCO dataset as backbone for feature 

extraction

Better performance – aggregate concatenation 

feature only once in last feature map

Residual connection enables to train deeper 

networks

Squeeze-and-Excitation (eSE) attention module 

improves feature extractor performance
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Methodology

aspect ratio selection

⚫ Anchors aspect ratio selection

Analyze distribution bounding box sizes-based 

ground truth synthesis dataset

Use K-means cluster anchor box selection to get 

aspect ratios for different blocks ranging from 0.1 to 

4.0 
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Experiment

dataset

⚫ Propose synthesis dataset to relieve imbalance 

issue

Region annotations dataset – 822 images from 100 

PDF scientific literature [Soto and Yoo, 2019] 

 ICDAR-2013 – 150 table images from 76 PDF 

documents [Gobel et al., 2013]

GROTOAP- 113 annotated PDF scientific literature 

[Traczyk et al., 2012]

⚫ Final synthesis dataset

1550 images from 363 PDF documents

Convert images to fixed size – 612 x 729 at 200 dpi
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Experiment

dataset labels

⚫ Use 10 labels to classify major regions from scientific 

literature
 Title: the title and subtitles

 Authors: the author names

 Address: the affiliation information of authors, including authors’ 

address, email, etc. 

 Abstract: an abstract section

 Keyword: the selected keywords

 Body: the main block of articles

 Figure: all figures but excluding logos or icons from publishers. 

 Table: the tabular contents

 Caption: the captions for both figures and tables 

 Reference: the bibliography information, excluding post-references 

notes
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Dataset comparison

Instances comparison between region annotations dataset and our dataset by labels
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evaluation

⚫ Detector performance is evaluated with IoU (intersection of 

unit)

 Data set1(D1): original data set [2] - 600 image for training, 222 images 

for testing

 Data set2(D2): synthesis data set - 1225 images for training, 325 

images for testing
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Detection results
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