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* An Extreme case in classification
 Knowledge of the classifier is limited to only a single class

e Given training samples from a class, the classifier is expected to
reject samples from any outside class
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* Feature modelling

* Use a one-class modeling method to identify the positive space in a given
feature space.

* Objects appearing outside the positive space are identified as out-of-class
samples.
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 Redundant space could be
identified as a part of the
positive space. Eg:
redundant white-space in

(a).
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* Lack of guarantee that out- R ol gl
of-class samples will not get (a) Inclass'samples (D) O oT cluss'samples
projected inside the
identified decision boundary

(b).
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* Representation learning
* Anin-class representation learned during training.
 During inference, test if the model is able to represent an input sample.
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* In-class samples are well - .
represented.

0.8

 No guarantee that out of- |
class samples will not be
represented well in the o ¥
learned space. DS e e | e | =
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(c) Out-of-class samples (MSE) (d) All samples (MSE)
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e Specially when the
representation is generic.
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* Feature modelling fails only when out-of-class samples get projected

Proposed Method

inside the identified positive space.

 Provided that,
e latent space is smooth

* each latent code inside the positive space corresponds to an in-class sample

failed cases can be identified considering the reconstruction error.

Inside + Space

Outside + Space

Low MSE | High MSE | Low MSE | High MSE
Feature Modeling FP FP TN TN
Representation Learning | FP TN FP TN
Proposed FP TN TN TN
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e Autoencoder network that is trained on

Descriminator (D)

reconstruction loss o > HD |
lmse — HCU — CIA7H2 where, T = De(En(a:)) Sample — gan
Augmented| 5 cvop | |ouug

* Extend the latent space by appending MSE to an
the latent feature 'nrtﬂx) 5 oliput

L 5

Encoder(En) T Decod;r(—De)

> (D)<

. e |mse
Prevent out-of-class samples from entering positive space



JOHNS HOPKINS

S e Proposed Method

of ENGINEERING

Descriminator (D)

N(0,1) Hn |
Sample —— gan

Augmented| svDD | |svdg
feature(z')

NN

N N\
* Force extended latent features to follow a pre- 5 N

determined distribution
lgan = Eson(0.1)er2r [l0gD(5)] + Eqnp_, [log(1 — D(2))]

* Fit a one-class classifier on extended feature Encoder(En) T Decoder(De)
space >(-)<

Reducing redundant positive space in the OCC

\ 4

Output
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NG S0 00 PrOpOsed Method
* Autoencoder network that is trained on Descriminator (D)
reconstruction loss y Gy > HD
Lmse = ||z — £||2 where, & = De(En(z)) sample  ———>| ||| b
Augmente|d > svop | lsvag
« Extend the latent space by appending MSE to an
the latent feature Input(x) Output
N . N
* Force extended latent features to follow a pre- 5 N 5
determined distribution
lyan = Eqon(0,)cr2# 109D (8)] + By, [log(1 — D(='))]. _
* Fit a one-class classifier on extended feature Encoder(En) 1 Decoder(De)

space - (e
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* Pre-determined distribution should be chosen to minimize white space
volume in the positive half space

 |n our work we chose SVDD as our choice of OCC

* We considered following criterion when selecting a distribution:

* Distribution should be unimodal.
* Distribution should be isotropic
e Distribution should not have long tails.

e Gaussian distribution, student-t distribution and Cauchy distribution are good
candidates

 We experimented using the Gaussian distribution
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Average AUC on MNIST dataset

Class || OCSVM[10] | KDE[7] TF[7] DCAE[19] | ANOGAN[27] | SDOCC[4] | DOCC[4] | AND*[6] | OCGAN*[39] | AE+SVDD | Ours
(IPIM17) (ICML18) | (ICML18) | (CVPR19) | (CVPRI9)

0 986 00 | 971 00980 03] 976 00]9%6 13 978 0.7 ] 980 0.7 ] 993 00 | 9.8 00 968 0.0 | 996 0.1
I 995 00 | 989 00 | 973 04| 983 00|92 06 996 0.7 | 997 07 | 999 00 | 9.9 00 993 0.0 | 988 0.7
2 825 0.1 | 790 00 | 886 05 | 854 00 | 850 2.9 895 12 | 917 08 | 959 00 | 942 0.0 834 00 | 972 05
3 881 00 | 862 00 |89 04| 8.7 00| 8.7 21 903 2.1 | 919 15 | 966 00 | 963 0.0 868 00 | 955 0.3
4 949 0.0 | 879 00| 927 06 | 865 00 | 894 1.3 938 1.5 | 949 08 | 956 00 | 975 0.0 924 00 | 957 04
5 77100 | 738 00 | 855 08 | 7182 00 | 883 279 858 25 | 885 09 | 964 00 | 980 0.0 758 0.0 | 963 0.5
6 965 00 | 876 00|96 03| 946 00| 947 2.7 980 04 | 983 05 | 994 00 | 991 0.0 931 0.0 | 988 0.3
7 937 0.0 | 914 00| 920 04| 923 00| 935 138 927 14 | 946 09 | 980 00 | 981 0.0 926 00 | 957 03
8 889 0.0 | 792 00 | 899 04 | 865 00 | 849 2.1 929 14 | 939 16 | 953 00 | 939 00 8890 00 | 954 04
9 931 0.0 | 882 00 | 935 03] 904 00|94 11 949 06 | 965 03 | 981 00 | 981 00 93.7 00 | 977 0.2

[Mean [[ 913 00 | 869 00 ] 923 04 | 897 00 | 913 19 [ 935 12 ] 948 08 | 975 00 ] 975 00 | 902 00 | 971 04 |
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Average AUC on CIFAR10 dataset

Class || OCSVM[10] | KDE[7] TF[7] DCAE[19] | ANOGAN[27] | SDOCC[4] | DOCC[4] | AND*[6] | OCGAN*[39] | AE+SVDD | Ours
(IPIM17) (ICML18) | (ICML18) | (CVPR19) | (CVPRI19)

Plane || 61.6 09 | 612 00 | 601 07 ] 590 51 | 6/.1 25 | 617 42 | 61.7 41 ] 735 00 | 757 0.0 552 00 | 664 1.5
Car 638 06 | 640 00 | 508 06 | 574 29 | 547 34 | 648 14| 659 21 | 580 00 | 531 0.0 730 00 | 785 06
Bird || 500 05 | 50.1 00 | 492 04 | 489 24 | 529 30 | 495 14 | 508 08 | 69.0 00 | 640 0.0 491 00 | 549 06
Cat 550 13 | 564 00 | 551 04 | 584 12 | 545 19 | 560 1.1 | 591 14 | 542 00 | 620 0.0 536 00 | 573 06
Deer || 660 0.7 | 662 00 | 498 04 | 540 1.3 | 651 32 | 591 11 | 609 1.1 | 761 00 | 723 0.0 61.1 00 | 73.6 0.1
Dog 624 08 | 624 00 | 585 04 | 622 1.8 | 603 26 | 621 24 | 657 25 | 546 00 | 620 0.0 604 00 | 63.1 04
Frog || 747 03 | 749 00 | 429 06 | 512 52 | 585 14 | 618 24 | 677 26 | 751 0.0 | 723 0.0 626 00 | 80.8 0.1
Horse || 62.6 0.6 | 626 00 | 551 0.7 | 586 29 | 625 08 | 652 10 | 673 09 | 535 00 | 575 0.0 69.1 0.0 | 720 1.1
Ship || 749 04 | 751 00 | 742 06 | 168 14 | 7158 41 | 756 1.7 | 759 12 | 717 00 | 820 0.0 747 0.0 | 803 06
Truck || 759 0.3 | 760 00 | 589 0.7 | 673 3.0 | 665 28 | 710 11 | 7131 1.2 | 548 00 | 554 0.0 778 0.0 | 799 1.0
Mean || 648 06 | 649 00 | 555 06 | 594 27 | 61.8 26 | 633 18 | 648 18| 641 00| 657 00 | 636 00 | 707 0.7 |
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Average AUC on GTSRB STOP SIGN dataset (Adversarial sample detection)

OCSVM [10] | 67.5 1.2
KDE [7] 60.5 1.7
IF [7] 73.8 0.9
DCAE [19] 79.1 3.0
SDOCC [4] 77.8 4.9
DOCC [4] 803 2.8
Ours 85.2 0.7
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Thank You!



