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Supervised Learning

• Supervised learning achieves great success
• All tasks are assigned at once
• Entire labeled dataset is provided to deep network

Mnist

COCO Dataset

Cifar 10
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Continuous Learning

• Human grow their knowledge continually
• Deep network imitates human to continually learning

Catastrophic forgetting
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Continuous Learning

• Several approaches are proposed to resolve catastrophic 
forgetting
1. Weight consolidation
2. Architecture expansion
3. Memory rehearsal

Zhizhong .et al ECCV 2016 Jaehong .et al ICLR 2018 Kibok .et al ICCV 2019 
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RSAC

• Modules

1. Feature extraction module
2. Classifier module
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RSAC

• Notation
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𝑥 is the raw image, which the mean 𝜇𝑐 and the 
covariance matrix Σ𝑐 of class 𝑐 established on
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𝑁𝑐 is the number of data belongs to class c, Λ𝑐 is a

diagonal matrix with the eigenvalue 𝜎𝑐
𝑗

as the 
𝑗𝑡ℎ entry and 𝑄𝑐 is a 𝑑 × 𝑑 orthonormal matrix
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RSAC

• Feature reduction 
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RSAC

• Classifier module
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RSAC

• Regularization

෠Σ𝑐 = 𝐶𝑜𝑣 𝑓 𝑥 = ෠𝑄𝑐
𝑇𝐶𝑜𝑣 𝑥 ෠𝑄𝑐

= ෠𝑄𝑐
𝑇Σ𝑐 ෠𝑄𝑐 = ෠𝑄𝑐

𝑇𝑄𝑐Λ𝑐𝑄𝑐
𝑇 ෠𝑄𝑐 = ෡Λ𝑐

෠Σ𝑐
′ = ෠Σ𝑐 + 𝛼 ∗ 𝐼 = ෡Λ𝑐 + 𝛼 ∗ 𝐼
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Experiment

• Class incremental
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Experiment

• Class incremental



12

Experiment

• Ablation Study

𝑡 : power threshold

𝑘 : the amount of features after reduction
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Experiment

• Ablation Study
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Thank you for your listening

RSAC: Regularized Subspace Approximation Classifier for Lightweight Continuous Learning

https://arxiv.org/abs/2007.01480


