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Related Works



Background

√

A little improvement of stock prediction accuracy might yield a huge gain.1

Both traditional finance and modern behavior finance believe that fluctuations of stock prices are information-driven.2

Researches make substantial effort on modeling correlations between various information and stock prices.3

Related Works

√

The input features of most works are mainly based on historical market data (e.g. stock prices, trading volume).1

Other types of information are complementary to enrich the input features, such as public news, texts from social medias.2

Most of the works above mainly focused on combining a single stock's historical records with other textual 

information but overlooked the correlations among stocks.

3
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√

Design appropriate representation for corporation relationships1

2

Jointly considering historical observation and the cross-correlation with related stocks for stock prediction3

Design a model without independent instance assumption to extract the cross-correlation among stocks
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The architecture of Multi-GCGRU 
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Construct stock graphs: Shareholding Graph/ Industry Graph/ Topicality Graph1

Capture cross-effect: At each input step, utilize Multi-GCN to capture cross effect among stocks2

Extract temporal dependency: The cross-effect features and original features are fed into GRU3
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Stock Graphs
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Shareholding Graph:  The edge weight 𝐚𝒊𝒋 is shareholding ratio in range of [0,1]1

Industry Graph: The influence from company 𝒊 to company 𝒋 in the same industry is denoted as 𝒂𝒊𝒋 =2

Topicality Graph: if company 𝒊 owns 𝐌𝐢 topicalities, company 𝒋 owns 𝐌𝐣 topicalities and they share3

Shareholding Graph Industry Graph Topicality Graph

𝑴𝒊
𝑴𝒋

,where 𝑴 denotes the firm size

𝐓𝐢𝐣 topicalities, the connection strength from 𝒊 to 𝒋 is denoted as 𝒂𝒊𝒋 =
𝑻𝒊𝒋
𝑴𝒊
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Multi-Graph Convolutional Network 
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Figure 1 The architecture of our GRU
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Datasets

Model
Comparison

Model
Ablation

Hyper
parameter

Does taking the cross effect among stocks 
into consideration enhance the stock 
movement prediction?

Does our proposed model provide a better 
solution to incorporate the cross effect?

Which kind of corporation relationship 
is more effective for stock prediction 
and why?

How does the hyperparameter affect the
model performance?

• Datasets
• Experiment Design

CSI300, CSI500

Time Range: 2015/07/01-2019/12/30

Input Features: opening price, high price, low price, trading 

amount

Relationship Features: shareholder and shareholding ratio, 

industry category, registered capital, topicality.

Labels: closing price rising=1, closing price falling=0

The Split of Dataset

Training Set 70% Test Set 20% Validation Set 10%

Datasets and Experiment Design
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Model Comparison

Linear Regression performs the worst for it can only capture linear relationship.1

Among machine learning, random forest perform the best, for it can model randomness in stock price.2

3 LSTM performs better than ANN for it can capture the temporal dependency in stock prediction.

4 Our Multi-GCGRU performs the best for it not only captures non-linearity but also temporal dependency

and cross-effect among stocks.

Cross effect does matter!!!Conclusion



Datasets
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Model Ablation

Figure1 Visualization of

Shareholding/Industry/Topicality Matrices

Shareholding effect performs worst. Topicality effect performs best1

The denser the matrix is, the more information it carries.2

Three matrices perform better than any single matrix.3

The performance of data-driven matrix is similar to a single4

Pre-defined matrix but with less data.

(1) More pre-defined matrices can improve prediction accuracy.

(2) When data is insufficient, data-driven matrix can be considered.
Conclusion
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Hyper-parameter Analysis

The input length of 3 days performs worst. Perhaps information is insufficient.1

The input length of 7 days performs best.2

More than 7 days, the accuracy becomes worse.3

The best input length should be not too short or 

too long and depends on the datasets.Conclusion
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Compared with previous works, our contributions are as follows:

Contributions

√

We take cross-effect among stocks into consideration, instead of historical observations of only single stock.1

We novelly design industry/topicality graph to represent cross-effect among stocks.2

We utilize graph convolution network to capture cross-effect and GRU to capture temporal dependency in stock price.

3 We also explore a data-driven matrix to get rid of expert knowledge.

4

5 Our Multi-GCGRU is flexible to consider more valuable pre-defined relationships.
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