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What are NMRDPs?

How do we solve NMRDPs?

Does it work in practice?
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1 NMRDPs:
- a Non Markovian

Reward Decision
Process framewor



What are NMRDPs?

Atuple {O,A,R,Py} where: i

“Planning in NMRDPS
O: Observation space s
A: Action space
R: Reward function l s —aSingapore oFT
P: Transition probabilities Plahning over trajectory specific
X: discount factor . - e o
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tasks
BUT

R maps trajectories '(O) into rewards
(rather than observations as in MDPs)



NMRDP vs Multi-task MDP
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In Multi-task MDPs: "‘gg ».‘
An agent is optimal with respect to each A Plannmg In NMRDP &‘7
task ' | .
e W : Ny
In NMRDPs: \w‘?‘ 3
An agent is optimal with respect to a Plaf_;nging over iraj éc’gory specific

sequence of tasks

tasks

Optimally collecting wood Optimally collecting wood
OR stones THEN stones




Solving NMRDPs




Standard approach?

Solving NMRDPs in the general case require
specific domain knowledge to build the
equivalent MDP

For example, 'key observations' that can
lead to a change in the reward function.

The optimal construction of the equivalent
MDPs relies heavily on combinatorial
schemes.




A Subset of NMRDPs

We consider NMRDPs where:

R((00)i=5) = Rlor, T((01)i=5)) = Rlor.hr) VT e N.

T((00)i=8) = T((or— =5 (hr—-) =) YT €.

In particular this coincides with:

T((o)i=)) = Tlor,hr—1) =hr YT €N,




A Subset of NMRDPs

In this specific case, the equivalent MDP
can be defined as follows:

..'Mt _ {SF,A*E‘P*ER*EHF.}

Where
S*" = H=xO

And

A" (o, he) = Aloy)

R o, he) = Rloo:)

P*i{ﬂj+1._.hf+1:|'|{”jf.hf},ﬂ-f:| =
‘P[r}t+1|'uhﬂt} X ]]'htH:T[h:-ﬂ:rl}

All these quantities are tractable except the
trajectory representation function T and
the latent space H




Relaxing the equivalent MDP

We propose to construct the equivalent MDP
using a feature space instead of the latentspace H

and a trajectory embedding
¢:T(0) = R? instead of T

Let M — {S\',/’i,ﬁ,ﬁ: 7};“'6! +
S =RIx O D HI(0O)) x O.

7?/(%%) = R*(0t,C(¢¢)) = R* (0, hy)
P((0141, e41)|(00, 1), ar) =
P*((0t+1,C(Pe+1))[ (01, C(d1)), ar)

The equivalence holdsif and only if:

Cop=T

(up to a permutation)




Relaxing the equivalent MDP

We proved that given a feature function that
satisfies for all trajectory pairs:

inf | p(71) — ¢(72)] >
Y172, T (71) #T (72)
sup | &(71) — D(72)].

1,72, T (v1)=T (72)
Then the K-means classifier is ensured to verify:

Coop=T

Thus, expandingthe NMRDP boils down to
approximatingsuch trajectory feature function.




Goal?

- o Solving NMRDPS
Learn the trajectory feature function using . 3
a semi supervised signal and a contrastive ‘g.
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This can be seen as a relaxation of the
domain knowledge requirementin the

general case.




-

Contrastive loss

‘Solving NMRDPS

We can formally satisfy this constraint

> !? .
inf [ ¢(11) — ¢(72)] > " SUSONE Mt Q ey

1,72, 7 (v1) #T (v2)
e ,l.earmng the featu‘re fun

- /,}

sup | d(71) — d(72)]-
Y1572, T (71)=T (72)

Using the contrastive loss

Lpu(0,7) = ZJ 1 Z, 1 loglp (m-l—
Illarhpgﬁ ||¢(9 i QS( )-pH_
miny< i e<pers [160)] — S(O)31))

Thus, expandingthe NMRDP boils down to
minimizing such loss function using trajectory PK
batches (K sample from P trajectory class)



Experimental
results




Latitude

Does contrastive learning

work for trajectories?

We consider tourist GPS tracks in an open-air museum.
We construct the PK batches using the places where they stopped.

Trajectories and stops PK batch samples
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Does contrastive learning
work for trajectories?

We sample trajectories with similar representationto check that they are indeed separated
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I Can contrastive learning PCA, Horizn = 49
expand efficiently NMRDPs? .|

* We consider an Object-world
environment where the task is to
collect a succession of objects

* We represent the trajectories'
features color-codded according to the
associated latent tasks
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I I IS it ea Sy tO |ea rn the O pti m a | performance of DON based agents (unkown T)

* We consider an Object-world
environment where the task is to
collect a succession of objects

Cumulated reward

* We compare DQN performance with 10
or without the latent representation
* We also use as a baseline the DRQN 5 |

architecture used to learn policies in
Attari games
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