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Problem: Recognizing multiple text sequences from an image by pure end-to-
end learning.

Motivation

hello world

peace

(a) (b) (c)

If you can see only

what light reveals

and hear
only what sound announces

(d)

MSR PEE

Annota4ons: 
only text; no loca8on;
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Aims: transform a three-dimensional tensor 𝑿 to a conditional probability
distribution over multiple character sequences 𝑃(𝒁|𝑿).

Method
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Path Generation
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Method
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Path search problem:

Forward and Backward Algorithms 5



Method-Forward
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Define 𝛼!,#(𝑠) as the probability 
for ̅𝑙 matching 𝑙′$:& at (𝑖, 𝑗). 

𝜆', 𝜆( are the hyper-parameters of 
linear function 𝜎.

The state transfer strategy: 
Ø blank and any non-blank character
Ø any pair of distinct non-blank characters  

Answer Representation
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Method-Backward
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Define 𝛽!,#(𝑠) as the probability 
for ̅𝑙 matching 𝑙′&: )! *' at 𝑖, 𝑗 but 

not relying on 𝑥 ̅)"
!",#"

The state transfer strategy: 
Ø blank and any non-blank character
Ø any pair of distinct non-blank characters  
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Method
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Objective Function



Experiments
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MS-MNIST

Ø NED(%): the normalized edit distance. 

Ø SA(%): the sequence recognition accuracy.

Ø IA(%): the image recognition accuracy. 



Experiments
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Real Application Scenarios



Experiments
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Decoding process demonstration
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“579”decode path

“12”decode path

invalid decode path



Conclusion
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• A new taxonomy of text recognition methods: NEE, QEE, PEE;

• A novel PEE method MSRA to solve MSR;

• Build up several datasets: MS-MNIST and real application 

scenarios 

• Conduct extensive experiments on these datasets which show 

MSRA can effectively recognize multiple sequences from images 

and outper- forms two CTC/attention based baseline methods. 


