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Triplet Network and Loss Functions

Triplet loss: 

NCA loss: 
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Related Work

• Triplet Mining methods:
• Batch all

• Batch semi-hard

• Batch hard

• Easy positive

• Negative sampling
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Our Contribution

• Triplet sampling methods (e.g., negative sampling) sample from 
existing embedded points

• Our method samples stochastically from distribution of embedded
data

• Our method updates the distribution of embedded data dynamically
by batch-incremental triplet sampling 
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Bayesian Updating Theorem

Multivariate Normal distribution:

Normal Inverse Wishart distribution:
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Bayesian Updating Theorem
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Normal Inverse Wishart distribution:



Bayesian Updating In Our Method
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Algorithm (in every incoming batch)
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BUT & BUNCA

• In every batch: b anchors, (c-1) positives, (c-1) negatives

• Bayesian Updating with Triplet loss (BUT)

• Bayesian Updating with NCA loss (BUNCA)
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Experiments on MNIST
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Experiments on CRC
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Query-Retrieval
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Numerical Results
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MNIST dataset: CRC dataset:



Thank you
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