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Background

Action Recognition in HRI

⚫ Public service

⚫ Home service

⚫ Entertainment



Task

Recognize the interactor’s actions from video stream



Task

Recognize the interactor’s actions from video stream

⚫ Specific scenes and camera viewpoints

⚫ Real-time recognition on the mobile robot platform



Task

Two-step pipeline

⚫ Pose estimation

⚫ Skeleton-based action recognition
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Pose Estimation

Single-person method [1]

⚫ Incapability in multi-person scene

Bottom-up [2]

⚫ Resource consumption 

on irrelevant people
Multi-person method

Top-down [3]

⚫ Selection module tough 

to design
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Skeleton-Based Action Recognition [1][2][3][4] ⚫ Lack of explainability



Proposed Method

Attention-oriented 

multi-level network 

framework



Proposed Method

Pre-Attention Pose Network (PAPNet)

⚫ Learning to roughly 

focusing on the interactor 

with Pre-Attention



Proposed Method

Attention-Guided Action Network (AGANet)

⚫ Local Spatial-Temporal Attention (LSTA)

⚫ Global Semantic Attention (GSA)



Dataset

⚫ RGB + Depth 

⚫ Simulating mobile robot’s viewpoints

⚫ 10 categories

⚫ 20 subjects

⚫ 1031 action instances

1 Raise left hand

2 Raise right hand

3 Swing left hand

4 Swing right hand

5 Push forward with left hand

6 Push forward with right hand

7 Circle with left hand

8 Circle with right hand

9 Make pose gesture

10 Cross hands

Action-in-Interaction 

Dataset (AID)



Experiments

⚫ Best efficiency far ahead (8.3  smaller 

and 2.4  faster than the 2nd place) 

⚫ Competitive accuracy

⚫ Higher resolution output

Evaluation of PAPNet
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Experiments

⚫ Robustness to position and 

scale changes

⚫ Eliminating irrelevant 

people’s interference

Pre-Attention effects



Experiments

⚫ Leading accuracy

Evaluation of AGANet
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Experiments

⚫ Focusing on main body parts involved in actions

LSTA effects



Conclusion

Specifying a new action recognition task for HRI

Construct a new dataset and define a new evaluation 

metric

Proposing an attention-oriented multi-level network 

framework for real-time action recognition
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