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Motivation

• BN layer normalizes the batch input to zero mean and unit variance

• Smoother loss landscape

• Faster convergence

• Making the distributions of the features in the same layer more 

similar would make the network perform better

• The third moment, Skewness

• More non-linearity
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Experiments

• Determine p
• VGG-19 on CIFAR-100, p in {1.01, 1.02, 1.03, 1.04, 1.05}

• Impact of the similarity of the feature distributions



Experiments

• Features in the earlier layers
• Analyze where BNSR is more effective

• BNSR is used for all layers

• BNSR is used only for the earlier layers

• BNSR is used only for the later layers



Experiments

• Comparison with other normalization schemes


