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1. Background and motivation: Introduction 

 Pedestrian Attribute Recognition is a key element in video 

surveillance, aiming at predict a group of attributes to describe the 

characteristic of human 

 Proving useful clues for smart video analysis 

• Person Retrieval 

• Human Identification 

• Customer Analysis 
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1. Background and motivation: Introduction 

• Deep learning based algorithms have been proposed and achieved 

remarkable results for pedestrian attributes recognition. 

• However, it is still a challenging work. 

 

Pose Variation  Occlusion 5 Data Imbalance 

35.21% 

18.69% 

18.69% 

18.69% 

8.15% 

0.57% 

shoes

head

top

down

bag

hat



Outline 

1. Background and motivation 

2. The proposed model 

3. Experiments 

4. Conclusion 

 

 
6 



• Multi-label Contrastive Focal Loss(MCFL), integrating multi-label focal loss and 

contrastive loss simultaneously. 

• Focusing on the difficult and error-prone positive attributes. 

• Enlarging the discriminate gap between positive and negative samples in multi-label 

attributes learning. 

2. The proposed loss function: MCFL 

7 Siamese neural network 



 Multi-label Contrastive Focal Loss 

• Multi-label Focal Loss： 

 

 

 

• Multi-label Contrastive Loss 

 

 

 

 

 

2. The proposed loss function: MCFL  
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 Multi-label Contrastive Focal Loss 

 

 

 

 

 

2. The proposed loss function: MCFL  
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3. Experiments: Evaluation metrics 
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3. Experiments: Comparison with STOA 

• Richly Annotated Pedestrian (RAP) dataset: is one of the few large-scale datasets 

containing 41,585 samples annotated with 51attributes.  

• Totally 33,268 images are used for training and the rest 8,317 images are used for testing. 
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3. Experiments: Comparison with STOA 
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PETA [2]: The PETA dataset is composed of 10 small pedestrian re-identification 

datasets. It consists of 19,000 images including 8,705 people. Following the default 

setting, the dataset is randomly partitioned into 9500 for training, 1900 for validation, 

and 7600 for testing, meanwhile, 35 binary attributes are evaluated in experiments. 



3. Experiments: Comparison with STOA 
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PA100K : The PA-100K dataset is collected real outdoor surveillance scenarios from 

598 cameras, it is the largest pedestrian attribute dataset so far containing 100,000 

images. The whole dataset is randomly divided into training and testing with the ratio 

of 9:1. 26 binary attributes are evaluated for each image. 



3. Experiments: Comparison with STOA 
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3. Experiments: Ablation Study 
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• Compared with the conventional BCE loss function, the proposed MCFL further 

improves mA and F1 values by 1.24% and 0.48% over MFL, achieving the highest mA, 

Rec, and F1 among the tested models 

• The best performance can be achieved when setting α=1.5 and β=1, these values are 

used in our testing experiments 



4. Conclusion 
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• We introduced a method with novel multi-label contrastive focal loss(MCFL) 

function to improve PAR performance. 

• This proposed MCFL separates the losses of positive and negative attributes in 

order to emphasize the hard samples from minority class. Meanwhile, the 

multi-label contrastive loss is proposed to force CNNs to extract more 

discriminative features. 

• Experiments results demonstrate the proposed method outperforms other 

state-of-the-art methods and can achieve better prediction results on test 

datasets. 
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