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Figure 1: An overview of the proposed method (MAPnet).  

Few-shot semantic segmentation aims at 
generalizing the segmentation ability of the 
model to new categories given only a few 
labeled samples.  

Rich contextual information of labeled 
support images  
The integration of multiple similarity-guided 
probability maps by attention mechanism 
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Figure 2: Illustration of the proposed method (MAPnet)  
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Table 1: Results of 1-way 1-shot and 1-way 5-shot semantic segmentation on PASCAL-5i using mean-IoU(%) metric.

Table 2: Results of 1-way 1-shot and 1-way 5-shot 
semantic segmentation using binary-IoU(%) metric.  
∆ denotes the difference between 1-shot and 5-shot. 

Figure 3: Training loss of models with and 
without attention-based gating (ABG) for 1-way 
1-shot segmentation.
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Figure 4: Qualitative results of our method for 1-way 1-shot on PASCAL-5i.

PASCAL-5i dataset
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Test with weak annotations

Table 3: Evaluation results of using different types of annotations in mean-IoU(%) metric. 

Figure 6: Qualitative results of our model using scribble and bounding box annotations for 1-way 5-shot setting.  
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Advantages: 
The proposed method provides effective semantic guidance on the query 
feature and adaptive information integration for an optimal pixel-wise 
prediction. 
Experiments on PASCAL-5i dataset show that our method achieves a 
comparable accuracy with the state-of-the-art and faster convergence. 

Disadvantages: 
The distinction of the objects with similar characteristics, especially when these 
objects are placed in an overlapping manner. 
Limited capacity to recognize irregular objects and their boundary delineation. 

Future work: 
The integration of multimodal information in few-shot semantic segmentation 
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